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Abstract

 Background and Aims—The low reproducibility of findings within the scientific literature is 

a growing concern. This may be due to many findings being false positives, which in turn can 

misdirect research effort and waste money.

 Methods—We review factors that may contribute to poor study reproducibility and an excess 

of ‘significant’ findings within the published literature. Specifically, we consider the influence of 

current incentive structures, and the impact of these on research practices.

 Results—The prevalence of false positives within the literature may be attributable to a 

number of questionable research practices, ranging from the relatively innocent and minor (e.g., 

unplanned post hoc tests), to the calculated and serious (e.g., fabrication of data). These practices 

may be driven by current incentive structures (e.g. pressure to publish), alongside the preferential 

emphasis placed by journals on novelty over veracity. There are a number of potential solutions to 

poor reproducibility, such as new publishing formats that emphasise the research question and 

study design, rather than the results obtained. This has the potential to minimise significance 

chasing and non-publication of null findings.

 Conclusions—Significance chasing, questionable research practices, and poor study 

reproducibility are the unfortunate consequence of a “publish or perish” culture and a preference 

among journals for novel findings. It is likely that top-down change implemented by those with the 

ability to modify current incentive structure (e.g., funders and journals) will be required to address 

problems of poor reproducibility.

While scientists aim to be objective seekers of underlying truths of nature they are also 

human, and therefore prone to various external influences, personal biases and 

preconceptions. For example, in order to forge a successful (or indeed any) career as a 

scientist, one has to publish, preferably regularly and in high Impact Factor (IF) journals. 

What are the (unintended) consequences of these external influences? There is growing 

concern that many published scientific findings, across a range of fields, are difficult to 
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reproduce (1), and may be false (2). This raises the interesting question of whether science is 

in fact self-correcting, as is typically assumed (3) – once established, false positive findings 

can become surprisingly difficult to refute (4) – they may become “more ‘vampirical’ than 

‘empirical’ – unable to be killed by mere evidence” (5). At the same time, studies that 

generate null results are often never submitted for publication (6).

How might this situation arise? It is certainly not a new phenomenon – Mendel, for example, 

famously appears to have dropped observations from his data so that his results conformed 

to his expectations (7), while Charles Babbage published Reflections on the Decline of 
Science in England, and on Some of its Causes in 1830. Nevertheless, the tools at the 

disposal of scientists, and the incentive structures within which scientists work, have 

arguably changed dramatically over recent years. Statistical software packages enable a 

multiplicity of statistical tests to be conducted, while some countries offer direct financial 

rewards to scientists who publish in prestigious (i.e., high IF) journals (8), journals which in 

turn favour studies reporting positive, novel effects over those showing null effects (9). 

Focusing on statistical significance (as opposed to effect sizes and confidence intervals) 

exacerbates this problem.

 The Science of Reproducibility

A growing “meta-science” literature is beginning to identify factors that contribute to the 

problems of poor reproducibility. These include study design characteristics which may 

introduce bias, low statistical power, and flexibility in data collection, analysis, and reporting 

— termed “researcher degrees of freedom” by Simmons and colleagues (10). Unfortunately 

detecting the influence of these factors can be difficult because of variability in the reporting 

of methods and results (11). Nevertheless, some factors are clearly emerging.

One such factor is (low) statistical power. Button and colleagues recently showed that the 

average power of neuroscience studies is likely to be around 20% (12). Once again, this is 

not a new problem — Cohen’s classic study on statistical power showed that studies in the 

1960 volume of the Journal of Abnormal and Social Psychology lacked sufficient power to 

detect anything other than the largest effects (13). By the time the 1984 volume was 

published the situation had, if anything, worsened (14). This appears to be due, in part, to 

lack of appreciation of the importance of statistical power within a Null Hypothesis 

Significance Testing framework. Vankov and colleagues surveyed the authors of studies 

published in a high-ranking psychology journal, and found that approximately one third held 

beliefs that would serve, on average, to reduce statistical power (15). This is critical, since 

low statistical power increases the likelihood that a statistically significant finding is a false 

positive (16). Another factor appears to be the country of origin of a study. Studies published 

in some countries may over-estimate true effects more than those published in other 

countries (17, 18). This may be because, in certain countries, publication in even medium-

rank journals confers substantial direct financial rewards on the authors (19), which may in 

turn be related to over-estimates of true effects (20).

In most cases, the practices outlined above are not likely to be conscious attempts to deceive. 

However, incidents of purposeful deception have been observed; Diederik Stapel, a 
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prominent psychologist in the Netherlands with an extensive publication record, is now 

recognised to have falsified data and wilfully deceived throughout his career (21, 22), while 

Yoshitaka Fujii, an anaesthesiologist, has had over 100 articles retracted (23). The increase 

in number of article retractions observed over the past decade (24) suggests that this problem 

may have become worse in recent years. This increase is seen for both total retractions and 

retractions due specifically to fraud (i.e., data manipulation or fabrication) (24).

Moreover, journals appear to differ in retraction frequency as a function of IF; Fang & 

Casadevall (25) observed a robust, positive correlation between journal IF and a “retraction 

index” (i.e., a measure of retraction frequency). In other words, articles published in high IF 

journals (those we are supposed to aspire to publish in, and which journal editors hope their 

journals become) are more likely to be retracted than those published in lower prestige 

journals. Converging evidence for this effect was reported by Munafò and colleagues (26), 

who found that journal IF correlates with the extent to which genetic association studies 

over-estimate the likely underlying true effect. This is what we would expect if publication 

in these journals, which confers prestige and likely professional success, was influencing the 

behaviour of scientists and, in extreme cases, fraud. It is possible that articles published in 

high IF journals are subject to greater scrutiny, which could contribute to higher retraction 

rates in these journals (25), but Steen and colleagues (27) recently demonstrated that greater 

scrutiny of high IF publications has had only a “modest” impact on retractions.

While incidents of unambiguous academic fraud fortunately appear to be rare, a more 

pressing concern is the prevalence of research practices, often well-intentioned or committed 

unconsciously or unknowingly, which would serve to increase the likelihood that a result is a 

false positive. A recent study indicated that failing to report all dependent measures 

employed (63% self-admission rate), selectively reporting only those studies that “worked” 

(46%), and collecting more data after determining whether the initial results were significant 

(56%), for example, are all common practices (28). The vast majority of published studies 

“worked” (i.e., achieved nominal statistical significance), particularly in disciplines such as 

psychology and psychiatry (29), suggesting that scientific hypothesizing is much more 

accurate than other forms of precognition (30). The increasing availability of large pre-

existing datasets, and the ease with which these can be interrogated for associations likely 

contributes to this phenomenon.

What are the underlying causes of these problems? Current incentive structures in science 

(e.g., to publish, particularly in prestigious journals) are perhaps largely responsible. 

Publication performance is typically linked to institutional funding, and also frequently to 

rewards at the individual level, such as career progression and salary increases. In some 

countries, financial rewards are offered to individual scientists who publish in high-profile, 

international journals (31), which can be in excess of 50% of annual salary (31). This has 

given rise to concerns that financial incentives may impact negatively on scientific rigour 

and integrity (8). Indeed, the current peer review process may contribute to the problem, by 

placing too great an emphasis on novelty over veracity (32).
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 Increasing Reproducibility

Systemic problems related to incentive structures are, by their nature, difficult to change. 

Moving from one metric of quality (e.g., IF) to another (e.g., citations) will simply 

eventually create a different incentive structure to which scientists will (again, consciously 

or unconsciously) respond to. However, different fields provide examples of potential partial 

solutions. For example, in clinical trials, pre-registration of study protocols minimises the 

potential for significance chasing and suppression of null findings. This was introduced in 

response to evidence that the pharmaceutical industry was less likely to publish null results 

than favourable results; Etter and colleagues showed publication bias for industry trials of 

nicotine replacement therapy for smoking cessation, but not for non-industry trials (33). In 

genetic epidemiology, very large samples, frequently drawn from multiple cohorts, with 

independent replication and strict statistical criteria for declaring significance are 

increasingly a minimum requirement for publication (34, 35). In neuroimaging, there is now 

widespread use of statistical thresholds corrected for multiple comparisons, and/or region of 

interest analyses specified a priori. There is therefore considerable scope for different fields 

to learn from each other.

It is therefore notable that the recent revision of the Declaration of Helsinki included a small 

but potentially important change. The pre-registration of research protocols prior to the 

commencement of data collection is now included as a requirement for all research, not just 

clinical trials as previously (36). This puts journals such as Addiction in an interesting 

position – strictly speaking, authors should have pre-registered their protocols if they are to 

be compliant with the Declaration of Helsinki, as many journals currently require. In 

practice, this is likely to be impractical. In particular, it is inappropriate for secondary 

analyses of existing data sets (where it is difficult or impossible to know whether 

preliminary analyses were conducted before the protocol was registered). Despite this, many 

of the concerns around pre-registration are perhaps over-stated. For example, rather than 

discouraging exploratory research, it simply enables a clearer distinction to be made 

between exploratory and confirmatory research. There are also no particular reasons why 

observational studies should not be registered as well as experimental studies (37). Journals 

such as Cortex (38) and Drug and Alcohol Dependence (39) have introduced new 

manuscript submission formats that place the emphasis on the research question and study 

design, rather than the results obtained. Manuscripts (essentially protocols, containing the 

introduction, hypotheses, methods, analysis plan and sample size justification) are reviewed 

before data collection takes place, and judged on whether the results will be informative 

regardless of how they ultimately turn out. If acceptance-in-principle is offered, then the 

authors can conduct their study safe in the knowledge that, as long as they adhere to their 

plans, their results will eventually be published.

Deciding on whether or not to publish the results of a study before the results are known 

offers several important advantages. First, it ensures that publication depends on the 

importance of the research question being addressed, and the appropriateness of the methods 

chosen, rather than novelty and p-values. Second, it minimises research practices that inflate 

the likelihood of false positives (e.g., “significance chasing”), given the requirement to 

adhere to pre-declared methods. Third, the requirement for a priori power calculation to 
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justify the sample size minimises problems of low statistical power (16). Whether this new 

publication model succeeds remains to be seen, but in principle it could prove a welcome 

step forward in scientific publishing. Addiction, may wish to adopt similar article formats. 

At the same time, other journals are also adopting new measures to promote transparency of 

reporting and reproducibility of results. Nature, for example, has recently announced the 

introduction of editorial measures to address concerns regarding reproducibility (40), 

including a methods reporting checklist (see go.nature.com/oloeip), and the abolition of 

space restrictions in methods sections.

 Conclusions

The prevalence of false positive results in the scientific literature is a growing concern. This 

may be attributable to a number of practices, ranging from the relatively innocent and minor 

(e.g., unplanned post hoc tests), to the calculated and serious (e.g., fabrication of data). 

Whatever the intention, the results are at best unhelpful, at worst damaging, and certainly 

wasteful in terms of time, effort and expense. Whilst such practices are driven by current 

incentives to publish, alongside the preferential emphasis placed by journals on novelty over 

veracity (which would continue to drive publication bias even in the absence of poor 

research practices), positive steps to minimise the risk of false-positives in this field of 

research can be taken. However, if we believe poor reproducibility is a widespread problem 

in science, as seems to be the case, we need to consider whether changes to current incentive 

structures need to be implemented by those with the ability to do so (e.g., funders and 

journals).
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