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Abstract

The 2014 i2b2/UTHealth Natural Language Processing (NLP) shared task featured a new 

longitudinal corpus of 1,304 records representing 296 diabetic patients. The corpus contains three 

cohorts: patients who have a diagnosis of coronary artery disease (CAD) in their first record, and 

continue to have it in subsequent records; patients who do not have a diagnosis of CAD in the first 

record, but develop it by the last record; patients who do not have a diagnosis of CAD in any 

record. This paper details the process used to select records for this corpus and provides an 

overview of novel research uses for this corpus. This corpus is the only annotated corpus of 

longitudinal clinical narratives currently available for research to the general research community.

Graphical abstract

1. Introduction

The 2014 i2b21/UTHealth2 Natural Language Processing (NLP) shared task featured four 

tracks: 1) de-identification of medical records, 2) identifying risk factors for coronary artery 
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disease (CAD) in diabetic patients over time, 3) assessment of software usability, and 4) 

novel uses of the i2b2/UTHealth data set. Of these, tracks 1, 2, and 4 relied on a new corpus 

and annotations created for that year's task.

The goal of Track 2, the Risk Factor (“RF”) track was to look at CAD risk factors in patients 

over time. Accordingly, the corpus for this task included longitudinal data: multiple records 

for each patient, separated in time, that when put together would show changes in the 

patient's health status. In order to provide comparison points for patients with different 

medical histories, we chose for this corpus to represent three different diabetic patient 

cohorts. The first cohort contains patients who have a diagnosis of CAD in their first record, 

and continue to have it in subsequent records. The second cohort contains patients who do 

not have a diagnosis of CAD in the first record, but get a diagnosis of CAD by the last 

record. The third cohort contains patients who do not have a diagnosis of CAD in the first 

record and do not get it over the course of their records.

The 2014 i2b2/UTHealth NLP shared task tracks and annotations are all very different, but 

they all have the corpus in common. In this paper, we compare the 2014 corpus to other 

biomedical corpora and shared task data sets (Section 2), explain the source of the corpus 

and the process we used to select the records (Section 3), and examine the corpus in terms of 

data relating to represented groups (Section 4). This paper also discusses novel uses of this 

corpus outside of the tracks defined by the i2b2/UTHealth shared task organizers (Section 

5), and closes with a discussion of our observations on the corpus-building process.

2. Related work

Shared tasks in the biomedical field have existed for over two decades: the OHSUMED 

corpus was used for an interactive task in 1994 (Hersh et al., 1994), the KDD Challenge Cup 

was held in 2002 (Yeh et al., 2002) and the TREC Genomics tracks started in 2003. 

However, the data for these shared tasks relied on abstracts from MEDLINE and similar 

sources, not clinical notes from medical facilities (Hersh and Vorhees, 2008). Laws 

pertaining to patient privacy make releasing clinical notes difficult, and as a result there are 

relatively few datasets of these notes available to researchers who are not affiliated with 

medical facilities (Chapman et al., 2011).

One of the most widely-used collections of clinical notes is the Mimic II Clinical Database 

(Clifford et al., 2012), a collection of medical records, including nursing notes and discharge 

summaries, gathered over 7 years from ICUs in the Beth Israel Deaconess Medical Center. 

These de-identified records have been used as a source for a variety of NLP shared tasks, 

such as the ShARe/CLEF eHealth Evaluation Labs 2013 (Suominen et al., 2013), and 2014 

(Kelly et al., 2014).

Other notable collections of medical records include the THYME corpus, a collection of 

over 1,200 de-identified notes from the Mayo Clinic, representing patients from the 

oncology department, specifically those with brain or colon cancer (Styler et al., 2014); a 
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recently created corpus of 3,503 de-identified medical records of 22 different types, 

including discharge summaries, progress notes, and referrals (Deleger et al., 2014); and 

TREC Medical Records corpora (Vorhees and Hersh, 2012).

The i2b2 NLP shared tasks have existed since 2006, with the first challenges in de-

identification (Uzuner et al., 2007) and smoking status classification (Uzuner et al., 2008). 

Other i2b2 challenges included identifying obesity and its comorbidities (Uzuner 2009), 

extracting medications and associated information (Uzuner et al., 2010), identifying 

concepts, assertions, and relations (Uzuner et al., 2011), coreference (Uzuner et al., 2012), 

and temporal relations (Sun et al., 2013). Each of these shared tasks included a corpus of 

clinical narratives, each annotated in accordance with the task description and split into 

training and test sets; some of these corpora reuse documents from previous years. These 

corpora are available from http://i2b2.org/NLP/DataSets with a data use agreement.

The 2014 i2b2/UTHealth corpus is unique among the existing corpora in that it consists 

entirely of longitudinal clinical records (as opposed to scientific papers and abstracts) that 

represent a particular medical population. The longitudinal nature of the data provides an 

interesting challenge for de-identification, and allows us to glean information about changes 

to patients over time. As part of the de-identification process, we generated realistic 

surrogates that maintained the narrative nature of the clinical records, the temporal 

relationships between dates in the patients' timelines, and co-references between locations 

(Stubbs et al., 2015). Other corpora use generic placeholders for identifiable information, 

which can change the narrative structure, or swap the information between patients, breaking 

the continuity of the records. The i2b2/UTHealth corpus avoids these problems and is 

therefore suited for both de-identification work and medical research.

Institutional review boards of MIT, Partners Healthcare, and SUNY Albany approved the 

collection, annotation, and distribution of this corpus. The 2014 i2b2/UTHealth corpus will 

be available in November 2015 at https://i2b2.org/NLP/DataSets with a data use agreement.

3. i2b2/UTHealth 2014 corpus selection

The medical records for this corpus came from the Partners HealthCare Electronic Medical 

Records (EMR). EMR at Partners HealthCare comprises a platform shared by two large 

academic tertiary hospitals – Massachusetts General Hospital (MGH) and Brigham and 

Women's Hospital (BWH). First, we created a datamart of 314,000 possible Type II Diabetes 

(T2D) patients using highly sensitive and lenient criteria based on codified data such as the 

T2D ICD-9-CM billing codes (250.xx), T2D medications, abnormal glycated hemoglobin or 

plasma glucose. This datamart is thus enriched for patients in whom diabetes is suspected, 

but the majority of patients in fact do not have T2D.

To identify the actual cases of T2D in this population, an expert provided terms related to 

T2D. The cTAKES NLP platform (Savova et al., 2010) analyzed the narrative notes for the 

presence of these terms, including diabetes medications, complications (e.g. retinopathy, 

dialysis) and mentions of the term “diabetes mellitus”. This narrative data was used, along 

with the codified data, by a logistic regression with LASSO penalty to develop a T2D 
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classification algorithm. Algorithm development and validation used a training set of 400 

random patients (180 T2D cases by physician gold standard, manual chart review), and a test 

set of 200 patients (170 T2D cases). This method successfully identified a cohort of 65,099 

T2D patients at 0.97 specificity and positive predictive value (PPV) 0.96.

The smaller and validated set of patients (n=65,099) greatly narrowed the search space, but 

identifying patients who fit our cohorts and finding records that met our criteria was still a 

challenge. In order to further reduce the number of eligible records, we searched for all of 

the following criteria to identify patients who have or develop CAD, applied to the patient's 

entire medical history:

• at least 3 CAD codes or 1 procedure code for a coronary revascularization

• at least 4 codified mentions of beta-adrenergic inhibitor medications

• at least 4 codified mentions of anti-platelet agents (such as aspirin)

• at least 4 codified mentions of statins (cholesterol lowering drugs)

These criteria returned 6,382 patients, and helped us to ensure that the selected patients 

would have information in their records relevant to the RF task. We used similar restrictions 

for the patients without CAD:

• no CAD procedure

• no CAD codes at all

• at least 4 beta blockers

• at least 4 codes of anti-platelet (aspirin)

• at least 4 statins

Final section of patients and notes for the NLP challenge required manual review of the 

records, and selection of 2-5 records per patient based on the following:

1. Each record had to be longer than 300 words,

2. The notes needed to contain information about different aspects of the 

patient's health related to CAD risk factors and diabetes.

3. By the last record, the patient's medical status should be different than in 

the first (i.e., different medications, more risk factors present), and these 

changes should occur over the course of the intervening records.

One of the authors examined the records (VK) for suitability for the NLP challenge, and 

estimates that for every five records he selected for the corpus, he had to review and reject 

80-100 records. In total, it took approximately 120 hours to select the records of 301 patients 

for the 2014 corpus. Of those, we later removed five patients from the corpus as their file 

formats were incompatible with our de-identification systems.
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4. 2014 i2b2/UTHealth shared task corpus

In total, the 2014 i2b2/UTHealth shared task corpus contains 1,304 medical records 

describing 296 patients. The records are a mixture of discharge summaries and 

correspondences between medical professionals. For training and testing purposes, we used 

a 60/40 split: 790 records in the training set and 514 records in the test set. The entire corpus 

contains 805,124 whitespace-separated tokens, an average of 617.4 tokens per record. Each 

cohort (those with CAD, those who develop CAD, or those without CAD) is equally 

represented in the training and test sets.

The records in this corpus reflect a variety of different tones and styles. One of the 

represented styles in this corpus are letters between medical professionals, which take a 

familiar tone to report on updates to the patient. For example, a common record of this type 

might be “Dear [Dr]: I had the pleasure of seeing [patient] today for a follow up visit. I last 

saw him in November of last year. As you know, [patient] is a 72 year old man...” This 

record tone provides background information on the patient, as well as details on the 

patient's current health and latest check-up. There are roughly 150 records of this type in the 

corpus.

The majority of remaining records in the corpus are discharge summaries and notes written 

by the doctor after a patient visit. Most of these records discuss the patient in terms similar 

to those found in the correspondences. For example: “The patient is a 40-year-old woman 

with history of coronary disease and has had intermittent chest pain over the past 4 days...” 

These records express information about the patient in complete sentences, usually with 

minimal jargon and abbreviations. However, some of these summary records employ a much 

more terse tone, with short, incomplete sentences, and heavy use of abbreviations. For 

example, “72M with DM on oral agents who noticed DOE x2 weeks [...] at NH, EKG with 

q-waves V1-4. The tone of the record often correlates with certain characteristics of the 

content: records written with complete sentences generally have additional information 

about the patient's medical and life history, while terse records lack that extra context and 

focus on the medically pertinent facts at hand, probably because the basic necessary context 

for those records comes from the structured portions (excluded from this corpus) of those 

records.

For example, of the 1304 records in the corpus, 330 contain no information on the age of the 

patient at the time of the visit. For 153 of the patients with records missing ages, the age at 

those visits can be inferred (with a small margin of error) by examining the dates and ages in 

other records for that patient. However, 12 of the patients in the corpus have no age stated in 

any of their records: for 17 of the patients, ages listed in different records are not internally 

consistent. These gaps and inconsistencies in the records reflect a duality present in the 

clinical narratives: while on the one hand, the narratives contain information about the 

patient that would not be captured by ICD codes or databases (e.g., smoking status and 

family history of disease), on the other hand the narratives are not necessarily accurate in all 

particulars, and can contain errors that may be difficult to identify and correct.
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Figure 1 shows the average age of each of the cohorts, over all visits per patient (excluding 

the 12 patients whose ages could not be inferred). Overall, the median ages for all cohorts 

are above 60: pre-existing CAD = 70 (standard deviation = 10.67; Q1 = 60.29; Q3 = 74.53); 

develop CAD = 62.75 (standard deviation = 11.05; Q1 = 55.50; Q3 = 71.88); no CAD = 65 

(standard deviation = 12.47; Q1 = 54.00; Q3 = 73.63). All of the cohorts have a maximum 

possible age of 89, as HIPAA prohibits releasing records with ages over 90 (45 CFR 

164.514).

Similar to information on ages, information on patient genders is not always present in the 

clinical narratives. A manual review shows that 24 of the records in our corpus do not 

contain any information about the patient's gender. However, given the longitudinal nature of 

the corpus, it is sufficient for each patient to have just one record that indicates his or her 

gender. Again, the records employing a terse style are less likely to use pronouns or other 

indications of gender. Figure 2 shows the gender distributions between cohorts. These 

numbers show that women are a majority in the cohort that does not develop CAD but a 

minority in the pre-existing CAD and developing CAD cohorts. This is in line with recent 

statistics on heart disease, which indicate that men are at greater risk for heart disease than 

women (Mozaffarian et al., 2015).

The gaps in knowledge in the 2014 i2b2/UTHealth corpus reflect the reality that clinical 

narratives, while excellent sources of information that would not be found in a database, are 

nevertheless imperfect. This observation should be taken into account when using any 
corpus of clinical narratives.

5. Track 4: Novel data use

Each record in this corpus was annotated both for Protected Health Information (PHI), for 

use in the de-identification track (Stubbs and Uzuner, this issue), and for CAD-related risk 

factors (Stubbs and Uzuner, this issue), for use in the Risk Factor track. However, the data 

sets and annotations created for our shared tasks are often later put to other uses for NLP 

research. For example, past i2b2 shared task corpora have been used for modeling 

relationships between medications and symptoms (Ling et al., 2014); syntactic parsing (Fan 

et al., 2013); and assertion classification in phenotype extraction (Bejan et al., 2013). These 

unsolicited uses of the past shared task data inspired Track 4, the novel data use track, of the 

i2b2/UTHealth 2014 shared task. Track 4, accordingly, allowed the shared task participants 

to use the data for any of their research projects and to share with us their task information 

and results. We received 5 submissions for this track, spanning a wide variety of topics. The 

systems submitted to this track are summarized below.

Grouin (2014) focused on the identification of medication side effects, including both 

positive and negative reactions. They annotated 1,014 of the records from the corpus for two 

types of information: section headers (i.e., “Past Medical History”, “Assessment”) and side 

effects (and their corresponding medications). They then built a series of systems to test 

against their human-annotated records: for a baseline they used a rule-based system; the test 

systems were all based on conditional random fields (CRFs) with different configurations. 
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Overall, their best f-measure for identifying side effects was .480, with a system that used a 

combination of CRFs and the rule-based system.

Ling et al. (2014) used the annotations provided for the risk factors track of the i2b2/

UTHealth shared task to create visualizations. They represented each patient as a vector of 

the 39 attributes identified in the risk factors track annotations, and created a matrix of all 

the patients and the number of times each attribute was mentioned in each patient's set of 

records. The authors then applied non-negative matrix factorization (NMF) to create clusters 

of patients and their risk factors. The resulting clusters are visualized in a unique and 

interesting way.

Jonnagaddala et al. (this issue) also used the risk factors annotations, but this time to 

calculate the Framingham Risk Score (Wilson et al., 1998), which is used to assess the risk 

of coronary heart disease (CHD) in patients. The authors modified their risk factors system 

developed for Track 2 (Chang et al., 2014) to extract the factors used to calculate the risk 

scores (i.e., age, sex, total cholesterol, HDL, blood pressure, diabetes history and smoking 

history). The authors used spot-checks to determine that their system's output was generally 

reliable, but they found that many sets of patient records did not include all the information 

necessary to calculate the risk scores. In the end, 98 patients had sufficient information for 

calculating risk scores, out of the 297 included in the data set.

Shivade et al. (this issue) examined the problem of identifying patients who are qualified to 

participate in a clinical trial based on the eligibility criteria for that trial. The authors created 

an annotated dataset that labeled sentences in medical records which identified whether a 

particular criterion was met or not. Once they had a gold standard data set, they used four 

automated methods to identify the relevant sentences and documents. Of the two lexical and 

two semantic methods implemented, the system that used Unified Medical Language System 

(UMLS) similarity matching to identify relevant sentences performed the best.

Solomon and Nielsen (this issue) used the risk factors track annotations to train a linear 

regression that predicts changes in systolic blood pressure over time. The authors identified 

patients whose longitudinal records contained at least two blood pressure measurements, and 

used the data from the most recent note as the measurement that the system attempted to 

predict. Using a collection of features, including features that took into account the time-

sensitive nature of the measurements, the authors trained a logistic regression to predict 

whether the final measurement would be unchanged, go down by 10, or go up by 10. The 

final system selected the correct change 49.4% of the time, an improvement over the 

baseline accuracy of 36.1%. Two other novel data uses were published after the end of the 

shared task: Chen et al. (2014) used the corpus for developing a system to recognize section 

headers in clinical texts, and Zweigenbaum and Grouin (2014) reformatted these medical 

records to match a global standard.

Overall, the novel uses of the data represent a variety of tasks and are a testimony to the 

applicability of the 2014 i2b2/UTHealth data to tasks outside of those originally intended by 

the creators of the data set.
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6. Discussion

The 2014 i2b2/UTHealth NLP shared task corpus provides snapshots in time of diabetic 

patients and their progress, with particular attention to CAD-related health concerns. The 

records included in the corpus were selected to provide maximal amounts of information 

about the patients, their family histories, and other relevant medical facts. The corpus 

provides ample information about these concerns; in addition, it reflects various styles of 

clinical narratives and the different tones used by medical practitioners. Some narratives 

styles of records eschew what might appear to be basic information about the patient, such 

as age and gender. This represents the true nature of clinical narratives in general.

7. Conclusions

The 2014 corpus is a new and novel resource that, given the information it contains, can 

support longitudinal studies of diabetes and CAD. To the best of our knowledge, this is the 

first annotated longitudinal corpus that represents medically-defined patient cohorts and is 

available for research. This corpus provides sufficient information to support not only an 

NLP task for identifying CAD-related risk factors, but also a de-identification shared task.

Evidence from the 2014 and earlier shared tasks indicate that the i2b2 corpora can also 

support some research unrelated to their original intent. As a result, we expect that the 

medical records gathered, de-identified, and distributed by i2b2 will remain useful to the 

community even in the absence of any new annotations generated by i2b2.
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Highlights

New corpus of 1,304 de-identified medical records

Longitudinal records represent 296 patients

Three patient cohorts: with Coronary Artery Disease (CAD), no CAD, develop CAD

Overview of novel uses for this corpus
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Figure 1. 
Average ages of patients at visit times by cohort
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Figure 2. 
Population by group and gender
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