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Graphical Abstract

i2b2 (Informatics for Integrating Biology and the Bedside) is a National Center for 

Biomedical Computing based at Partners HealthCare System. The i2b2 center was funded 

by the National Institutes of Health, from 2004 to 2014, to build a “scalable framework” and 

resources for enabling researchers to use existing data for investigation of diseases with 

genetic origins. The framework and resources built by i2b2 investigators have “enjoyed wide 

international adoption by the CTSA network, academic health centers, and industry”1.

Secondary use of electronic health records (EHRs) constituted one of the cornerstones of 

i2b2. Over the years, i2b2 investigators built various corpora in support of Natural Language 

Processing (NLP) research that aimed to extract meaningful information from narrative 

health records in order to enable their use for disease discovery and investigation. These 

corpora were developed with two goals in mind:

1. To enable progress in the field of clinical NLP by advancing the state of 

the art.

2. To enable clinical applications of NLP.
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The development of NLP systems for EHRs is contingent upon access to EHRs. However, 

patient privacy and confidentiality concerns limit this access for research purposes. 

Furthermore, the relevant research is often conducted by privileged parties and on EHRs of a 

specific institution. EHRs differ from one institution to another and even from one 

department to another within the same institution. As a result, systems developed on 

different EHRs cannot be fairly compared, and learning from these systems and building on 

them (and advancing the state of the art) becomes difficult.

Given its goal to advance the state of the art in clinical NLP, i2b2 investigators focused on:

• Improving access to EHRs for NLP research by generating annotated 

corpora and organizing shared tasks, and

• Conducting systematic head-to-head evaluation of NLP systems for 

drawing conclusions from the state of the art.

The diseases under investigation at i2b2 guided the development of the annotated corpora. 

Over the years, i2b2 investigators have studied airways diseases [1], type 2 diabetes [2], and 

obesity [3], among others. They built a large body of knowledge and resources that 

improved our understanding of these diseases, and they built annotated corpora that spurred 

advancements in clinical NLP in support of clinical studies in (a subset of) these diseases [4, 

5].

i2b2 investigators (in particular, the authors of this editorial with support from the rest of the 

i2b2 investigators) shared their annotated corpora with the research community within the 

scope of annual shared-task challenges that enabled evaluation of the state of the art. After 

issuing a call for participation, we received significant global interest in the annotated 

corpora, from both academia and industry. In response, we distributed each of the corpora to 

the interested researchers (with a data use agreement) in two parts: a training set that enabled 

the development of systems on the annotated corpora, and a held-out test set that was only 

available to the researchers at the end of the development period (typically a duration of two 

to three months) and on which the researchers generated outputs (within a two to three day 

time frame) from their systems for submission to us. We evaluated the system outputs, 

identified the state of the art, and organized annual workshops, co-sponsored by the 

American Medical Informatics Association, to disseminate information about the identified 

state of the art. Findings from these workshops have been published in top journals such as 

the Journal of Biomedical Informatics and the Journal of the American Medical Informatics 

Association [4,5, 6, 7, 8, 9, 10].

Starting in 2006 with a shared task in de-identification (i.e., identifying and removing 

protected health information from EHRs) [6] and a task in smoking status classification (i.e., 

determining from narrative EHRs whether a patient is a smoker or not, in support of 

investigation of airway diseases) [4], we built annotated corpora and organized shared tasks 

for predicting obesity diagnosis [5], and creating structured lists of medications [7]. We 

complemented these shared tasks on clinical applications of NLP with building-block tasks, 

such as concept extraction, assertion classification, relation extraction (i.e., finding the key 

medical concepts such as diseases, whether they are stated to be present or absent in a 

patient, and how they relate to medications mentioned in the narratives) [8], coreference 
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resolution (i.e., whether two mentions refer to the same concept) [9], and temporal relations 

(i.e., creating a partial timeline of key events mentioned in a narrative) [10]. These shared 

tasks addressed progressively more complex, and progressively more useful cutting-edge 

clinical NLP tasks and applications, and each one stood on its own in identifying the state of 

the art in a key NLP task.

The 2014 i2b2 Shared Task and Workshop on Challenges in Natural Language Processing 

for Clinical Data was the last of the i2b2 shared-task series. As such, its goal was to revisit 

some key NLP tasks and products from past i2b2 challenges, to put the lessons learned from 

the past i2b2 challenges to use for a clinical application, and to provide a sense of the overall 

impact of seven years of i2b2 challenges. We organized this shared task in collaboration 

with University of Texas Health Science Center in Houston (UTHealth).

The 2014 shared task asked four fundamental questions:

1. Given a task such as de-identification, do NLP systems generalize and 

robustly respond to variations in the nature of the task and in the 

complexity of the data?

2. Given the past i2b2 shared tasks, can we put the product of years of i2b2 

shared tasks to good use for a clinical application?

3. Are the systems developed for the previous i2b2 shared tasks usable and 

do they support a repository of tools that future generations can build on?

4. As has been the case with the past shared-task corpora, is the 2014 i2b2/

UTHealth corpus useful for purposes beyond those for which it was 

explicitly designed and can it support future research on new questions?

The 2014 i2b2/UTHealth shared task answered these questions by setting up four separate 

tracks, with four separate research goals: the de-identification track (Track 1) focused on the 

ability of systems to robustly respond to variations in this task; the risk factor track (Track 2) 

pulled together elements from past i2b2 challenges to identify risk factors that would allow 

assessment of the progression towards heart disease in diabetic patients; the software 

usability assessment track (Track 3) studied systems from all past i2b2 challenges for 

adoptability and usability; and the novel data use track (Track 4) opened the 2014 i2b2/

UTHealth data for novel uses that went beyond the original intent behind the design of this 

corpus.

The 2014 i2b2/UTHealth shared task was conducted on a brand new and novel corpus of 

longitudinal records [11] drawn from the Research Patient Data Repository of Partners 

Healthcare. This corpus was first de-identified for release to the research community. A 

significant by-product of this de-identification process is that, given that the annotation was 

performed systematically and in sufficient detail [12], the data not only satisfied the Health 

Insurance Portability and Accountability Act (HIPAA) but they also provided a gold 

standard for the de-identification task, posed as Track 1 and also referred to as the “de-

identification track”, of the 2014 i2b2/UTHealth shared task [13].
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Putting the 2014 i2b2/UTHealth corpus to use for a clinical application, Track 2, i.e., the 

“risk factor track” of the 2014 i2b2/UTHealth shared task, aimed to discover the information 

in EHR narratives about progression towards heart disease [14]. Adequately addressing this 

task required insights from concept extraction, assertion classification, medication 

extraction, diagnosis classification, smoking status classification, and family history 

extraction, most of which had been addressed in past i2b2 shared tasks.

The de-identification and risk factor tracks (Tracks 1 and 2) of the 2014 i2b2/UTHealth 

shared tasks utilized longitudinal data that represent 2–5 records from 2–5 separate hospital 

visits of three cohorts of patients: those who have a diagnosis of Coronary Artery Disease 

(CAD) starting from the first record included in the shared-task corpus; those who do not 

have a diagnosis of CAD in their first record included in the shared-task corpus but get a 

diagnosis of CAD during their documented encounters; and those who do not have a 

diagnosis of CAD in any of their records included in the corpus [11, 14, 15].

In contrast to the de-identification and risk factor tracks, Tracks 3 and 4, also called the 

“software usability track” and the “novel data use track”, respectively, were not data and task 

specific. The software usability track aimed to assess the usability of systems developed for 

any of the past i2b2 shared tasks since 2006 [16]. The novel data use track, on the other 

hand, built on the observation that past i2b2 corpora have often been successfully put to use 

for purposes outside of their original goals and opened the 2014 shared-task corpus to any 

research project that fit the participants’ existing goals.

Collectively, the four tracks of the 2014 i2b2/UTHealth shared task assessed the impact of 

seven years of i2b2 challenges in terms of generalizing NLP methods to variations of a task, 

providing tools that can support clinical applications, and generating software and data that 

make long term contributions to the field of clinical NLP.

Track 1: De-identification Track

The task of de-identification was originally tackled in the 2006 i2b2 shared task and focused 

on the extraction of seven types of Protected Health Information (PHI) that frequently 

occurred in discharge summaries: patient names, doctor names, hospital names, 

identification (ID) numbers, dates, locations, and phone numbers [6]. The de-identification 

track of the 2014 shared task posed a more advanced and more complex version of this 

problem: the 2014 de-identification track included again seven high level PHI, but this time 

each of the PHI had to be further classified into more granular categories. For example, ID 

numbers needed to be broken into social security numbers, medical record numbers, health 

plan numbers, account numbers, license numbers, vehicle IDs, device IDs, biometric IDs, or 

other generic ID numbers [12]. This granularity was necessitated by the desire to assess NLP 

systems on all HIPAA categories (not just those prevalent in one data set) while paying extra 

attention to the longitudinal nature of the 2014 shared-task records, which while relatively 

benign when de-identified individually, could enable the deduction of sensitive information 

about patients when used collectively [12, 13].
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In addition to being longitudinal, the 2014 data were raw in their formatting, with line 

breaks and tables that broke the flow of the text and did not always maintain individual 

tokens. This raw nature of the 2014 data reflected the realities of what the de-identification 

systems would have to handle in real life. In contrast, the 2006 de-identification challenge 

data had been manually sentence broken (i.e., broken into individual sentences so that each 

sentence occupies a single line of text) and tokenized (i.e., so that the punctuation is 

separated from words and each word stands on its own).

Despite the more complex nature of the 2014 shared task, NLP systems performed 

extremely well in 2014, as they did in 2006. For comparison, the F-measure of the top 

system in 2014 was 0.976 versus an F-measure of 0.981 in 2006. In general, the methods 

employed for the 2006 version of the de-identification task could respond to the more 

complex 2014 version of the same task: again Conditional Random Fields (CRFs), a 

machine learning method which has a proven track record in discovering phrases, 

characterized the most successful approaches [17, 18, 19, 20] and were usually accompanied 

with hand-built rules and/or dictionaries. Very few systems deviated from CRFs and still 

obtained good results [21].

The robustness of these methods across data sets is encouraging for NLP. At a time when 

systems are only developed on individual data sets and the generalizability of the approaches 

still remains in question, the results of the de-identification task indicate that the state-of-the-

art approaches survive and succeed, even when the complexity of the data and the 

complexity of the task increase.

Track 2: Risk Factor Track

Real-life, practical clinical NLP tasks tend to be complex and to draw from multiple distinct 

NLP tasks. The risk factor track of the 2014 i2b2/UTHealth shared task is one example of 

real-life, practical clinical NLP tasks. It draws from concept extraction (it requires individual 

risk factors such as blood pressure measurements to be identified), assertion classification (it 

requires that risk factors that are only asserted to be present in the patient be marked), 

diagnosis extraction (it requires existing diseases of the patient to be found, e.g., diabetes), 

medication extraction (it needs the list of medications to be identified, especially if they are 

used for certain conditions that are risk factors), smoking history extraction (so that life style 

choices that compound the risk of heart disease are found), family history extraction (so that 

the hereditary nature of heart disease can be taken into consideration), and it needs all of 

these to be put into context with respect to their timing in relation to the current hospital 

visit. By addressing these tasks on longitudinal records, the risk factor track enables the 

construction of a timeline that demonstrates the progression towards CAD, in a patient [14].

Capturing such rich information about patients from longitudinal records can result in a very 

complex annotation task. The richness of the annotation task makes it also error prone and 

costly, both in terms of time and labor. The 2014 i2b2/UTHealth shared-task corpus 

addresses these challenges by employing “light annotations” that enable the experts to make 

correct judgments on individual records and balances the annotator workload with the 
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quality of the annotations, demonstrating that light annotations are both effective for NLP 

purposes and more easily attainable in terms of time and cost [15].

When a task is this rich, even the efforts to solve a small portion of the problem require 

significant effort and tuning [22, 23] and some approaches to such a task require that the 

light annotations be supplemented with fine-grained information [24]. As a result, there is 

not a single approach that can dominate the overall solution and the diversity of the solutions 

is limited only by the experience and creativity of their authors. While existing tools enable 

the rapid development of good quality solutions [25, 26], improvement on these solutions is 

possible by carefully evaluating each step of the solution in terms of their contribution to 

their own purpose and the overall task [27, 28], and by designing more task-specific 

solutions.

In their specific solutions, Chang et al. [29] handled different record types separately, 

through different classifiers and feature sets. Chen et al. [30], on the other hand, took a more 

fine-grained approach to modularizing the task: they tackled directly-asserted risk factors 

separately from those that required some inference. They also divided the directly-asserted 

risk factors into two, based on the syntactic complexity of the phrasing: token-based and 

phrase-based. Torii et al. [31] partitioned the text based on “hot spots” that would support 

the extraction of a specific risk factor, and they built classifiers for each type of risk factor. 

Yang and Garibaldi [32] designed separate systems, some rule-based and some based on 

machine learning, for each component of the task, without splitting the data based on its 

characteristics. Karystianis et al. [33] built a solution solely using rules.

Track 3: Software Usability Assessment Track

Clinical NLP systems are often designed with the intention of applying them in real-life 

settings; however, their assessment primarily focuses on the quality of the NLP output. 

Given the intent to utilize and implement these systems widely, usability of the systems 

should also be assessed. Track 3 of the 2014 i2b2/UTHealth shared task was organized for 

this purpose and was open to all systems that were developed on any i2b2 data since 2006. 

This track also exemplified years of i2b2 investigator’s commitment to outreach and 

education: The evaluators of the systems were graduate students from Master’s of Health 

Informatics Program in the University of Michigan. They each had a projected career path 

that would lead to the IT departments of healthcare organizations. They performed these 

evaluations as a part of their course requirements in Human Computer Interaction.

Eight systems were submitted to this track, five of which were thoroughly evaluated.2 Two 

of these systems were on concept extraction and understanding, two were on medication 

extraction, and one was on de-identification. Zheng et al. [16] describes these systems and 

their evaluation in detail, with one major take away that affects all NLP systems in the 

clinical domain: the long pipeline of preprocessing components, from tokenizers to 

metathesauri, that are essential to most NLP goals reduce the adoptability and portability of 

2The remaining three were dropped because “one was withdrawn before the evaluations started, a second was not an NLP system, and 
the third was a software library that did not have a user interface.” [16]
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systems, especially if the systems are to be used by novices. While these preprocessing 

components cannot be excluded from NLP systems, they can be standardized in their input 

and output formats to allow some degree of interchangeability so that each new system does 

not come with a completely new set of preprocessing components.

Track 4: Novel Data Use Track

Over the years, i2b2 data have been put to use for purposes outside of their original goals. 

For example, Mishra et al. [34] utilized the i2b2 obesity challenge data for diabetes case 

detection and ABCs (A1c, blood pressure, cholesterol) protocol compliance assessment, Fan 

et al. [35] extended the annotations on the i2b2/VA relation extraction challenge to syntactic 

parsing, Bejan et al. [36] utilized the concepts and assertions annotations from the relations 

extraction challenge to specifically study the role of assertion classification in phenotype 

extraction, Galescu and Blaylock [37] annotated the relation extraction challenge data for 

temporal relations before i2b2 investigators organized their own temporal relations 

challenge, they also used the same data to evaluate a general domain semantic parser [38].

Given the use of past i2b2 challenge data for purposes beyond their design, Track 4, the 

novel data use track of the 2014 i2b2/UTHealth shared task, opened the 2014 challenge data 

to all research projects. The participants were given only two months, the usual development 

time given to all of the other tracks of the shared task, to develop systems (and annotations, 

as appropriate) that built on these data.

Even in such a limited time, we received five responses to this track. Solomon and Nielsen 

[39] utilized the heart disease risk factors data to predict changes in systolic blood pressure, 

Jonnagaddala et al. [40] used these data to assess the risk of CAD as predicted by the 

Framingham risk scores, Shivade et al. [41] studied the records for mapping patients to 

eligibility criteria for clinical trials, Ling et al. [42] built methods to visualize the data, and 

Grouin [43] developed annotations and methods for identifying medication side effects. 

Naturally, as has been the case for the earlier i2b2 data, we expect that the longer the data 

remain available for research, the more versatile the uses and the higher the number of 

publications they facilitate.

Summary

The 2014 i2b2/UTHealth shared tasks featured four tracks that collectively demonstrate that 

NLP systems can be adapted and generalized from the simpler to more complex versions of 

the same problem, and can be combined creatively to respond to new problems. These 

systems, while cutting edge in terms of their NLP performance, often suffer from structural 

and computational complexity, which affects their adoption and acceptance by new users. 

This presents a challenge for the whole field of clinical NLP to address as it moves forward.

The various i2b2 NLP corpora, developed and distributed for research since 2006, have over 

the years supported the development of many systems, some of which have creatively used 

the data for purposes outside of their original intent. The novel data use track of the 2014 

shared task, along with evidence from past i2b2 challenges, shows that these data sets are 

valuable and will continue to find uses in the research community, even in the absence of 

Uzuner and Stubbs Page 7

J Biomed Inform. Author manuscript; available in PMC 2016 August 09.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



new annotations from i2b2 investigators. The data sets can be accessed through https://

i2b2.org/NLP/DataSets with a data use agreement that enables their continued use for 

research.
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