
Charge transport network dynamics in
molecular aggregates
Nicholas E. Jacksona,1, Lin X. Chena,b, and Mark A. Ratnera

aDepartment of Chemistry, Northwestern University, Evanston, IL 60208; and bChemical Science and Engineering Division, Argonne National Laboratory,
Lemont, IL 60439

Edited by Jean-Luc Bredas, King Abdullah University of Science and Technology, Thuwal, Saudi Arabia, and accepted by Editorial Board Member Thomas E.
Mallouk June 15, 2016 (received for review February 7, 2016)

Due to the nonperiodic nature of charge transport in disordered
systems, generating insight into static charge transport networks, as
well as analyzing the network dynamics, can be challenging. Here,
we apply time-dependent network analysis to scrutinize the charge
transport networks of two representative molecular semiconductors:
a rigid n-type molecule, perylenediimide, and a flexible p-type
molecule, bBDT (TDPP)2. Simulations reveal the relevant timescale
for local transfer integral decorrelation to be ∼100 fs, which is
shown to be faster than that of a crystalline morphology of the same
molecule. Using a simple graph metric, global network changes are
observed over timescales competitive with charge carrier lifetimes.
These insights demonstrate that static charge transport networks
are qualitatively inadequate, whereas average networks often over-
estimate network connectivity. Finally, a simple methodology for
tracking dynamic charge transport properties is proposed.
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Computational tools using periodic boundary conditions are
integral to understanding charge and excitation transport in

crystalline semiconducting materials (1, 2). In noncrystalline sys-
tems, where Bloch’s theorem is inapplicable and inclusion of
structural disorder is required for an accurate description of charge
transport, comparable computational strategies are rare. Typically,
one uses an approximate solution of the master equation with
semiclassical rates derived from a combination of atomistic mo-
lecular dynamics (MD) and quantum chemistry. While this strategy
has proven effective (3, 4), it possesses obvious deficiencies: it lacks
both an explicit inclusion of structural dynamics and an un-
derstanding of the topology of charge transport networks.
Work in this group and others has proposed a view of charge

transport based in network analysis (5–10). Network analysis repre-
sents a powerful means of analyzing structurally disordered charge
transport networks, with the unique ability to place different mech-
anisms of charge transport on the same footing via the selection of a
suitable graph metric. Recently, network views of charge transport in
structurally disordered systems have provided useful insights: nota-
bly, the relationship between a molecule’s topology and the perco-
lation threshold of its charge transport networks (5, 6), and that
charge mobility can be independent of the global morphology, being
primarily determined by local molecular packing (7).
Although a useful framework, previous applications of net-

work analysis to structurally disordered charge transport net-
works have neglected the role of dynamic structural disorder:
static snapshots of the charge transport network were used for
the network analysis. Transport was assumed to occur on a
charge transport network defined by time-independent site en-
ergies and electronic couplings. Whereas the static picture pro-
vides many insights into the nature of charge transport in soft
materials, recent work has emerged indicating the importance of
time-dependent fluctuations. Throughout the rest of this article
we refer to these fluctuations as “dynamic disorder” (11–16).
In this work we use network analysis to examine the impact

of dynamic disorder on charge transport networks of aggregates

of two representative organic semiconducting molecules, per-
ylenediimide (PDI, Fig. 1) (17) and bBDTðTDPPÞ2 (18). Although
previous studies have examined the dynamics of local charge
transfer couplings between two sites in great detail (11, 12), none
has examined the dynamic evolution of the global network to-
pology. Whereas conventional charge carrier mobility simulations
would require either thousands of charge-hopping simulations at
each time step, or a computationally intensive dynamic kinetic
Monte Carlo algorithm (19), we use a simple graph metric (6) to
significantly expedite the analysis.
We contend that qualitatively useful insights are derived by

examining the dynamics of the charge transport network topology.
Specifically, this contribution argues the following points: (i) The
tools of network analysis provide a useful complement to conven-
tional approaches for analyzing charge transport networks in
structurally disordered environments over many timescales. (ii) The
characteristic timescales of local intermolecular coupling correla-
tions are ∼ 30 fs and ∼ 200 fs, which are assigned to effective
intramolecular and intermolecular vibrational modes, respectively.
(iii) Charge transport network topologies in disordered molecular
semiconductors decorrelate on a timescale competitive with charge
carrier lifetimes. (iv) Ordered morphologies maintain intermolecular
coupling correlations longer than disordered morphologies. (v) Us-
ing the time-averaged network in charge transport overestimates the
quality of charge transport networks by ∼ 20%; the average network
does not predict the average of an ensemble of networks in a dis-
ordered system over relevant charge transport timescales.

Model and Methods
Network Analysis. Because the primary focus of this contribution is on charge
transport networks that are nonperiodic, we apply network analysis to
characterize disordered multimolecule aggregates. We proceed by defining
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the time-dependent adjacency matrix of a graph representing the charge
transport network. This network has edges (connections),Aij, between vertices
[PDI lowest unoccupied molecular orbital (LUMO)/bBDTðTDPPÞ2 highest oc-
cupiedmolecular orbital (HOMO)]; the edges are defined as the absolute value
of the intermolecular electronic coupling, Hij, between relevant molecular
orbitals (Eq. 1).

AijðtÞ=
���HijðtÞ

��  if   i≠ j
0  if   i= j

. [1]

For an accurate treatment of charge transport in disordered systems, site-
energy disorder must be taken into account (20). However, given that we are
primarily concerned with intermolecular coupling-limited transport, we use a
simple definition of the adjacency matrix using the intermolecular electronic
coupling between molecular transport orbitals. For a complete treatment and
experimental comparison, energetic disorder and reorganization energies
must be taken into account (4, 21). It is our belief that the conclusions of this
work are rendered most straightforwardly by using our simple definition of
the adjacency matrix. Most formulations using energetic disorder will render
the adjacency matrix nonsymmetric (hence the directed graph as opposed to
an undirected graph), which significantly complicates the network analysis.

To visualize the three-dimensional charge transport networks of our
materials, we consider an equivalent graph of the adjacencymatrix defined in
Eq. 1. A circular embedding of the adjacency matrix is used to visualize the
time-dependent dynamics of representative MD trajectories characterizing
PDI and bBDTðTDPPÞ2 charge transport networks.

The dynamics of the adjacency matrix are analyzed using both local and
global approaches. The local characterization is chosen as a normalized time-
correlation function (TCF), C ′′′

ij ðτÞ, for the absolute value of the in-
termolecular couplings between two PDI LUMOs/two bBDTðTDPPÞ2 HOMOs
(Eqs. 2–5). For analysis, a value of Hthresh = 0.0001 eV is chosen.

CijðτÞ= lim
T→∞

Z T

0

��HijðtÞ
����Hijðt + τÞ��
T

dt, [2]

Cij′ðτÞ≡CijðτÞ− Æ
��Hijð∞Þ��æ2, [3]

Cij′′ðτÞ≡
Cij′ðτÞ
Cij′ð0Þ

, [4]

Cij′′′ðτÞ≡ ÆCij′′ðτÞæi,j   forHij>Hthresh
. [5]

To quantify the global network topology, we examine a metric of the
charge transport network known as the “Kirchhoff index” to understand

whether fluctuations only cause minor perturbations to the overall network
structure, or if they nontrivially modify the topology of the entire charge
transport network. In previous work, the Kirchhoff index was used as a robust
measure to quantify known differences in charge percolation properties in
topologically distinct organic semiconducting molecules (6). It is simplest to
think of the Kirchhoff index as a metric quantifying a statistically averaged
random walk over the entire network (i.e., an average of mean first passage
times). By computing the Kirchhoff index at various MD snapshots, we ex-
amine the dynamic nature of the disordered charge transport network. In
addition to the time-dependent Kirchhoff index of the instantaneous graph
(ÆKT ½AðtÞ�æt), we also compute the Kirchhoff index of the time-averaged
graph (KT ½ÆAðtÞæt �) over the course of 20 ps.

Graph Parameterization with Atomistic Simulation. To parameterize graphs
characterizing the charge transport networks of PDI/bBDTðTDPPÞ2, we ran-
domly deposit 64/100 molecules (Fig. 1) into MD simulation boxes with pe-
riodic boundary conditions using a modified atomistic optimized potentials
for liquid simulations all atom (OPLS-AA) 2009 (22) force field (SI Appendix).
The simulation box is then subjected to a series of minimizations, compres-
sions, thermal annealing, and equilibrations (∼ 30 ns) to assemble a simula-
tion box of the appropriate density (SI Appendix), upon which a 20-ps
sampling run is performed in the microcanonical (NVE) ensemble. For crys-
talline bBDTðTDPPÞ2 simulations, the unit cell of bBDTðTDPPÞ2 is repeated
into a 5 × 5 × 2 structure, relaxed using the OPLS-AA 2009 force-field, and
run for 20 ps to generate a trajectory of the crystalline system’s structural
dynamics for comparison with the disordered morphology. The longer
timescale evolution of the noncrystalline PDI morphology is simulated using
an identical procedure, except using 150 ns of annealing and sampling.
Given the inability of atomistic MD to adequately sample kinetically trapped,
experimentally relevant morphologies over the timescale of the MD simu-
lation, our noncrystalline morphologies are very likely stuck in high-energy
configurations. We assume that these disordered morphologies represent
useful models upon which to analyze time-dependent structural fluctuations
in noncrystalline charge transport networks.

To analyze the properties of the time-dependent networks, we outputMD
geometries every 10 fs of the 20-ps NVE trajectories, and use semiempirical
extended Hückel (5) theory to compute transfer integrals between all
nearest-neighbor (< 2 nm) molecules in the system, creating a time-
dependent Hamiltonian of the aggregate. Given that PDI is used as an electron
accepting/transporting material (17, 23), we use the LUMO of each PDI mol-
ecule as the relevant localized charge transport state. Analogously, we use the
relevant HOMO–HOMO couplings for bBDTðTDPPÞ2. This information is used
to generate an adjacency matrix of a graph representing the charge transport
network (5, 6).

Results
Visualizing Dynamics of Aggregate Charge Transport Networks. To
visualize charge transport network dynamics of the molecular
aggregates, we plot the time-dependent graph of the adjacency
matrix corresponding to a single trajectory using a circular em-
bedding. Fig. 2A shows five different time intervals (0, 0.1, 1, 10,
and 20 ps) for PDI, as well as the time-averaged graph, whereas
Fig. 2B shows similar intervals plus the time-averaged crystalline
network for bBDTðTDPPÞ2. Each numbered vertex on the cir-
cumference of each graph represents a charge transport state
[PDI LUMO/bBDTðTDPPÞ2 HOMO] of the system (note that
the only spatial information contained in this graph is implicitly
signified by the magnitude of the edge weights). The edge width
between each numbered vertex corresponds linearly to the value
of the adjacency matrix between those sites.
Examination of Fig. 2 provides clear evidence that large fluc-

tuations in transfer integrals are observed over short timescales; by
1 ps, many connections between states have increased signifi-
cantly, and some have almost completely disappeared. This result
is in contrast to the common assumption of a static charge
transport network when computing mobilities via a master equa-
tion approach (24) in highly ordered crystalline, polymeric sys-
tems. Operating under the assumption that charge transport in
noncrystalline organic semiconductors occurs in the perturbative
limit, the timescales of significant changes in the intermolecular
coupling appear to be competitive with the rates derived from a
Marcus-like approach. This consideration warrants a reevaluation

Fig. 1. (Top) Molecular structure of N,N′-Bis(1-pentylhexyl)perylene-3,4,9,10-tetra-
carboxylic diimide (PDI). (Bottom) Molecular structure of benzo[1,2-b:6,5-b′]dithio-
phene-dithieno-diketopyrrolopyrrole (bBDTðTDPPÞ2). All side chains are 2-ethylhexyl.
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of the dominant mechanism of charge transport, as suggested by
other authors (11, 12, 14, 16).
Examination of longer timescales in Fig. 2 demonstrates that by

10 and 20 ps, the charge transport network has substantially
evolved. However, an inspection of the graphs in Fig. 2 provides
evidence for connections between molecules which are maintained
throughout the duration of the simulation. These dominant path-
ways are most apparent when compared with the time-averaged
“mean” graph in Fig. 2. Whereas certain pathways are maintained
throughout the simulation, we note how different the individual
snapshots can appear compared with the mean graph. Impor-
tantly, the mean graph is more connected than any individual
snapshot. It is to be emphasized that the time-dependent graphs
presented in Fig. 2 are the results of single trajectories, although
the nature of the dynamics should be universal across trajectories.
The circularly embedded graph also provides insight into the

overall connectivity of the network structure of a crystalline
system, allowing one to straightforwardly compare both crystal-
line and disordered charge transport networks. In Fig. 2B this
type of visualization provides the useful insight that despite being

highly ordered, the crystalline bBDTðTDPPÞ2 network possesses
a significant number of molecular sites that are disconnected
from the charge transport network. This is in contrast to the
disordered system, which in most cases demonstrates the prop-
erties of a strongly connected graph (all vertices are reachable
from all other vertices). The question of whether crystalline or
disordered systems exhibit better charge transport depends on
many details not captured by our simple model, but our ap-
proach demonstrates that a disordered aggregate can be in some
sense “better connected” than a crystalline one.

Timescales of Local Intermolecular Coupling Decorrelation. Whereas
the graphical nature of Fig. 2 is inherently qualitative, we now
explicitly quantify the timescale of electronic coupling decorrela-
tion between pairs of molecules; what is the timescale behind
fluctuations in the edge weights of Fig. 2? We plot the normalized
TCFs of Eq. 5 for disordered PDI, disordered bBDTðTDPPÞ2, and
crystalline bBDTðTDPPÞ2 in Fig. 3. From Fig. 3 it is clear that the
characteristic decay time of local site correlations is in agreement
with the results derived from the visual inspection of the previous
section (Fig. 2). In the specific case of PDI, when fit to a single-
exponential decay, the TCF of Fig. 3 fits poorly with a time con-
stant of ∼ 100 fs. When fit to a function containing two exponential
decays, the TCF fit is greatly improved (Fig. 3). In this case, the fit
corresponds to a near-50/50 split between an∼ 30-fs and an ∼ 170-fs
decay component. This result is in excellent agreement with both
the results of the previous section, as well as with previous local
TCFs computed for other conjugated systems (11). We note that
the normalized TCF displayed in Fig. 3 has been scaled according
to the value of h��Hij

��2i. It bears mentioning that the average value
of ðCijð∞ÞÞ=Cijð0Þ is ∼ 0.6.
Some caution must be taken in assigning physical meaning to

the timescales of electronic coupling decorrelation. However,
given the general assumption of independent local (intramolecular)
and nonlocal (intermolecular) vibrational couplings in model
Hamiltonians for charge transport (25), and the fact that the
ubiquitous C=C vinyl stretching mode corresponds to a timescale
of 30–50 fs (26), we feel that a qualitative assignment of these
modes is valid. Consequently, we assign the ∼ 30-fs component
to a single, effective local vibrational mode likely dominated by

Fig. 2. (A) Graph representations of the adjacency matrix of PDI (Eq. 1) at
different times (0, 0.1, 1, 10, and 20 ps) using a circular embedding. A vi-
sualization of the time-averaged adjacency matrix is also provided. PDI(d)
denotes a disordered morphology. (B) Graph representations of the adja-
cency matrix of bBDTðTDPPÞ2 (0, 0.1, 1, and 20 ps). A visualization of the
time-averaged adjacency matrix for the disordered [BTI(d)] and crystalline
[BDT(c)] morphologies is provided. Numbered vertices on the outer rim of
the circle characterize PDI LUMOs of a 64-molecule bulk system. Orange lines
between numbered vertices represent intermolecular electronic couplings
between molecular orbitals, with line widths linearly proportional to the
magnitude of intermolecular couplings.

Fig. 3. Averaged, normalized TCF for intermolecular electronic couplings in
disordered PDI (red), disordered bBDTðTDPPÞ2 (purple), and crystalline
bBDTðTDPPÞ2 (green). Results are averaged over 20-ps trajectories with time
intervals of 10 fs. Filled circles represent computational data whereas solid
lines represented two-exponential fits. Color-coded legend represents two-
exponential fits to the forms provided in SI Appendix.
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the C=C stretch, and the ∼ 200-fs component to a single effective
nonlocal vibrational mode, which is likely some form of global li-
bration of the PDI and bBDTðTDPPÞ2 molecules. To confirm this
assignment, the two-exponential fit was subtracted off of the raw
PDI data, and the resulting oscillations were Fourier transformed
to project out the underlying molecular frequencies mediating the
coupling (SI Appendix), with the strongest peaks corresponding to
characteristic timescales of ∼ 200 fs and ∼ 60–75 fs.
Whereas the specific example of PDI’s electron transport net-

work represents only a single molecular example, the hole trans-
port networks of bBDTðTDPPÞ2 present additional insights. First,
the rigidity of the PDI π-electron system relative to that of
bBDTðTDPPÞ2 manifests in a slower decay of the TCF; this is in
agreement with intuition, as the more flexible bBDTðTDPPÞ2
backbone should allow larger structural distortions, leading to
faster decorrelation of the TCF. Second, both electron and hole
transport networks possess similar dynamic behavior, suggesting
that the decorrelation time constant can be assumed to be roughly
constant regardless of the specific molecular orbital character of
the charge transport network, especially in modeling consider-
ations. Third is the comparison of the dynamics of the electronic
coupling in crystalline and disordered bBDTðTDPPÞ2. It is ap-
parent from Fig. 3 that the timescale of coupling decorrelation is
extended in the crystalline system relative to the disordered one.
This is likely due to the increased homogeneity of the local envi-
ronment leading to a narrower distribution of intermolecular vi-
brational modes, and is supported by the TCF of crystalline
bBDTðTDPPÞ2 exhibiting more noticeable oscillatory structure
during its decay than that of the disordered system. This result
is vital for a careful understanding and modeling of charge
transport in these systems, as the local crystal structure appears
to impact decorrelation times of intermolecular coupling
correlations.

Dynamic Fluctuations of Charge Pathways in Molecular Aggregates.
To rapidly characterize the dynamics of the entire charge
transport network we use the Kirchhoff index as a metric of
charge transport network connectivity (6). By computing the
Kirchhoff index for 20-ps trajectories of distinct morphologies,
we examine the real-time dynamics of the charge transport
network topology. This information provides complementary
information to the local TCF: if a single connection decorrelates

[C′′
ijðτÞ→ 0], then charge transfer between two sites could be

mitigated, but if the rest of the network remains connected, the
impact on global network properties could be minimal. However,
if small fluctuations in numerous intersite couplings occur, it is
possible that the dominant charge transport pathways could
significantly rearrange, and the topology of the charge transport
network could change.
In Fig. 4 we display the time-dependent Kirchhoff index of

20-ps trajectories for four disordered PDI morphologies. In ad-
dition to the time-dependent Kirchhoff index, we plot the
Kirchhoff index of the time-averaged graph and the average value
of the time-dependent Kirchhoff index as horizontal dashed lines.
The simulations of Fig. 4 show rapid fluctuations in the value of
KT which agree with the timescales of the local TCF exponential
decay constants (∼ 100 fs). Specifically, the value of KT is observed
in some cases to fluctuate by nearly 50% of its average value over
a timescale of < 1 ps. These timescales are quantitatively con-
firmed by examining a TCF of the spectral norm, averaged over all
trajectories (SI Appendix). These facts are indicative of not only
significant changes in local site correlations, but also in the rapid
rearrangement of the dominant pathways for charge transport on
an ultrafast timescale. Moreover, the results of Fig. 4 demonstrate
that the time-averaged graph overestimates transport by ∼ 20%
compared with the charge transport network described by the
actual MD trajectory.*
Whereas the fluctuations of the charge transport network to-

pology on short (< 20 ps) timescales are relatively mitigated, an
examination of Fig. 5 demonstrates that over timescales longer
than intramolecular fluctuations, but shorter than charge carrier
lifetimes, much larger rearrangements of the charge transport
network topology can occur. The results of Fig. 5 clearly show
that over the timescale of 150 ns, thermal fluctuations lead to
structural rearrangements that rewire the disordered network
topology considerably, as evidenced by the slow increase in the
value of the Kirchhoff index as a function of time. In such situ-
ations, an average network approach that simply averages the

Fig. 4. Time-dependent data for the Kirchhoff index of four distinct tra-
jectories. Black lines represent the instantaneous value of the Kirchhoff in-
dex. Dashed green and red lines represent the value of the Kirchhoff index
of the time-averaged adjacency matrix and the average value of the in-
stantaneous Kirchhoff index, respectively.

Fig. 5. Time-dependent data for the Kirchhoff index of a 150-ns trajectory
of PDI in the NPT ensemble. Here, 0–50 ns corresponds to heating at 550 K,
50–100 ns corresponds to linear cooling from 550 to 300 K, and 100–150 ns
corresponds to simulation at 300 K.

*Whereas the Kirchhoff index has been only qualitatively associated with experimental
charge mobilities in previous work (6), in SI Appendix we provide explicit kinetic Monte
Carlo simulations that demonstrate a strictly monotonically increasing relationship be-
tween the zero-field charge carrier mobility and the Kirchhoff index, cementing the use
of the Kirchhoff index as a meaningful qualitative metric for charge mobilities in
disordered systems.
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mean-squared coupling between sites will overestimate the
connectivity of the network and misrepresent dynamic transport
over this network.

Discussion
The Validity of the Static Network Assumption for Molecular
Materials. The previous results suggest that the dynamics of
charge transport networks in disordered soft matter are not ac-
curately characterized by a static network topology. Given the
rapid timescale of intramolecular vibrations (∼30 fs) corre-
sponding to the C=C vinyl stretching mode, and previous con-
clusions that intersite couplings of organic crystals possess SDs of
a similar order-of-magnitude as the mean (3, 12), this result is not
overly surprising. Whereas these facts may appear somewhat ob-
vious, it is still common to use a single snapshot of the charge
transport network to generate a directed graph for charge mobility
simulations (24). Such an approximation may be more appropriate
in crystalline materials at low temperature, where a combination
of spatial restrictions of the equilibrium crystal geometry and
decreased thermal energy could reduce large-amplitude thermal
motions, as suggested in the results of crystalline bBDTðTDPPÞ2
(Fig. 3). Recent experimental work has suggested means of re-
ducing dynamic disorder in crystalline systems (15) along these
lines, although we suspect the validity of the static network ap-
proximation in modeling is still untenable.
Previous work (24, 27) on the structural dynamics of crystalline

polymeric materials provides perspective on these conclusions. In
these works, transfer integrals between charge transport states were
centered around ∼1 eV, indicating a dominance of intrachain
transport. This led to the assumption that escape times were sig-
nificantly faster than transfer integral decorrelation times, sup-
porting a static network picture. However, the rapid rate of transfer
integral decorrelation times in our work is in good agreement with
results from the same authors (approximately hundreds of femto-
seconds) for intramolecular transport in a polymer where side-
chain vibrational damping of dihedral motion was not present (27),
leading the authors to adopt a picture using time-averaged transfer
integrals. In the specific case of intermolecular dominated trans-
port in disordered materials considered in this article, the domi-
nant role of zero-point energy in intramolecular vibrational modes
(3) and the lack of explicit vibrational damping of the π-electron
system suggest that dynamic disorder should strongly influence the
majority of molecular materials.
The synthesis of current results with previous literature indi-

cates that in organic semiconducting molecules, the assumption
of a static charge transport network is likely untenable. To ac-
curately incorporate dynamic disorder into future charge trans-
port calculations, semiclassical dynamics or dynamic kinetic
Monte Carlo may be useful (19, 28), although the issues with
these methods have been described in a recent review (16).

The Validity of the Average Network Assumption for Molecular
Materials. Although a static network approach is unviable, it is less
clear if the utilization of an average network picture is appropriate.
The results of Fig. 3 indicate that the value of the long-time inter-
molecular electronic coupling relative to the maximum is on average
ðCijð∞ÞÞ=Cijð0Þ ∼ 0.6. While this result is a consequence of the
definition of the adjacency matrix using the absolute value of the
coupling, it has important implications for the master-equation ap-
proach to simulating charge carrier mobilities. In nearly all semi-
classical rate theories, the rate of charge transfer depends on the
ensemble-averaged value of the transfer integral squared. However,
this approximation is only reasonable if the network over which
transport is occurring is relatively static in its topology. In cases where
a molecular translation or rotation during a simulation creates/
eliminates a connection between molecules, averaging over the entire
simulation time will overestimate the connectivity of the charge
transport network. We note that previous works have observed an

increase in the average mobility upon time-averaging couplings, (10,
27, 29) which may point to this effect.
To further explore the influence of the average network as-

sumption, we examine the values of KT presented in Fig. 4. In all
cases, the Kirchhoff index of the average graph is larger than the
time-averaged Kirchhoff index of many independent graphs,
supporting our claim that time averaging artificially increases
the connectivity of the charge transport network. Additionally,
whereas average graph approaches roughly characterize the
overall mobility, the actual pathways taken by charges through-
out the dynamically evolving network should be dramatically
different, because at one time a charge could see a dominant
pathway leading in one spatial direction out of the simulation
box, whereas hundreds of picoseconds later the dominant charge
transport pathway could lead in a completely different spatial
direction. To put simply: averaging over structural fluctuations
that do not occur in a simple harmonic well should result in
artificially increased charge transport network connectivity. Such
problems will particularly manifest in noncrystalline systems,
where the structure is not a global minimum, and significant
structural reorganization of the network can occur over charge
carrier lifetimes (microseconds).
Given the ability of PDI and bBDTðTDPPÞ2 molecules to

strongly couple in only a single spatial direction (orthogonal to
the π-electron system) (5, 6), the electronic coupling between
two molecules is not robust to molecular rotations, whereas in
spherical molecules (fullerenes) average couplings should be
large regardless of the relative rotational orientation between
molecules. Consequently, average network approximations may
be more appropriate in systems where molecular topology leads
to charge transport networks that are robust to changes in mo-
lecular orientation, such as fullerenes (5). However, in the ma-
jority of cases where noncrystalline organic semiconductors
consist of planar π-electron systems capable of coupling in only a
single spatial direction (like PDI), these considerations warrant
an approach which explicitly incorporates dynamic disorder.

Optimizing Morphologies for Transport in Noncrystalline Materials. In
brief, we propose a potential application of this combination of
techniques to rapidly identify nonequilibrium molecular mor-
phologies with desirable charge transport properties, as well as to
dynamically monitor the charge transport network topology. In the
case of the 150-ns trajectory of Fig. 5, even over the relatively
short timescale of 150 ns, there is a noticeable drift in the average
value of KT. This is a feature qualitatively observed in many tra-
jectories by the authors. Some of this effect is likely due to box
contraction after the 0–50-ns cooling phase, although it is clear
that the morphology is very slowly evolving to a more conductive
state even after all of the annealing phases have completed at
100 ns. We posit that such time-dependent tracking of KT is a
useful way of evolving noncrystalline morphologies toward non-
equilibrium states with desirable charge transport properties. By
running MD trajectories (or Monte Carlo moves), one can check
the value of KT at regular intervals. If the value of KT increases
during the evolution, that trajectory can be kept. If the value of KT
decreases, that trajectory can be canceled, and a new trajectory
can be derived from the other trajectories leading to higher values
of KT. This is in spirit very similar to a previous schematic by
Nelson et al. (3), although it would be significantly expedited given
the lack of explicit charge carrier mobility simulations.

Conclusion
We have analyzed the dynamic charge transport networks of two
molecular semiconductors using a combination of atomistic MD,
semiempirical electronic structure theory, and network analysis.
Using a circular embedding, we have visualized the charge
transport networks, providing insight into the topological prox-
imity between charge transport states in a nonperiodic geometry.
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We have tracked the time dependence of a useful graph metric,
the Kirchhoff index, characterizing the “resistance” of entire mo-
lecular aggregates, with the notable conclusion that the utilization
of a time-averaged graph, especially in systems with nontrivial
fluctuations, overestimates the connectivity of the charge trans-
port network by ∼ 20%. All of these results demonstrate that a
simulation approach incorporating dynamic disorder is war-
ranted for an accurate treatment of charge transport in disor-
dered molecular semiconductors, and that the traditional static

and average pictures are often inadequate. Finally, we propose a
simple approach to identifying nonequilibrium morphologies
with advantageous charge transport properties using network
analysis.
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