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Abstract

Recent evidence suggests that one possible cause of disparities in health outcomes for stigmatized 

groups is the implicit biases held by health care providers. In response, several health care 

organizations have called for, and developed, new training in implicit bias for their providers. This 

review examines current evidence on the role that provider implicit bias may play in health 

disparities, and whether training in implicit bias can effectively reduce the biases that providers 

exhibit. Directions for future research on the presence and consequences of provider implicit bias, 

and best practices for training to reduce such bias, will be discussed.
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A number of stigmatized social groups face broad and persistent health disparities. Many 

ethnic/racial groups, such as African Americans and American Indians, have shorter life 

expectancies than their White peers (e.g., Williams & Mohammed, 2009; but see Ruiz and 

colleagues (this issue) for an example of the “Hispanic Paradox”). Individuals with lower 

socio-economic statuses face increased risk of disease, and women are more likely to be the 

victims of rape and intimate partner violence and suffer from depression than men (e.g., 

Coker et al., 2002; Nolen-Hoeksema, 2001). Sexual orientation may also be another key 

factor in continued health disparities such that gay men, lesbian women, and bisexuals tend 

to have poorer health than their heterosexual counterparts (e.g., Dilley, Wynkoop Simmons, 

Boysun, Pizacani, & Stark, 2010).1
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1Although the problem of health disparities affect a variety of groups, much of this review will focus on ethnic/racial groups because 
there is very little research on health care bias with other groups. We include research with other groups where it exists.
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The causes for such disparities are linked to three broad factors: Genetic/biological 

antecedents, socioeconomic predictors, and psychological processes that contribute to biased 

health care (e.g., Adler & Rehkopf, 2008; Sankar et al., 2004; Schnittker & McLeod, 2005). 

Prominent among the psychological biases that have been discussed are the nonconscious or 

implicit prejudice and stereotypes held by health care providers. Despite their explicit 

commitment to providing equal care, some studies suggest that implicit prejudice and 

stereotyping can impact the judgment and behavior of health care providers when they 

interact with stigmatized patients (e.g., Green et al., 2007; see Chapman, Kaatz, & Carnes , 

2013, for a review). To address this problem, several health care organizations have 

proposed, and in some cases tested, new approaches to raising awareness and providing 

skills for reducing implicit bias in patient care. Not surprisingly, most of the research on 

implicit bias in health care draws heavily from the theories and research methods developed 

by social psychology for the study of intergroup processes. Indeed, many social 

psychologists directly collaborate on the work being done to document and prevent implicit 

bias in health care.

The purpose of this paper is to provide an overview of the research on implicit bias among 

health care providers and the steps being taken to develop interventions to reduce such bias 

using articles found on the PsycINFO, PubMed, and Google Scholar search databases. We 

also highlight gaps in the scientific literature, and suggest future directions for research on 

the role of implicit bias in creating disparities for stigmatized patients.

Persistent Concerns About Bias in Health Care Delivery

One of the more troubling explanations for continuing health disparities is bias on the part of 

health care providers (Smedley, Stith, & Nelson, 2002; van Ryn & Fu, 2003). Although bias 

seems anathema to the profession, this has not always been the case. For example, the 

Tuskegee Syphilis Study of Untreated Syphilis in the Negro Male (1932 to 1972) was a long 

running study conducted by the United States Public Health Service in which hundreds of 

African American men infected with syphilis were studied to understand the life history of 

the disease. Not only were the men unaware that they had the disease, but they were never 

given treatment to cure it—even though the treatment had become commonplace while the 

study was being conducted. The effects of the Tuskegee Study can still be seen today in that 

African Americans who have knowledge of the study report greater medical and research 

mistrust (Freimuth et al., 2001; Shavers, Lynch, Burmeister, 2000).

Three converging lines of evidence make it difficult to dismiss provider bias as playing some 

role in creating or maintaining health disparities. First, ethnic/racial differences in care have 

been observed even after economic, educational, and access differences were accounted for, 

leading some to conclude that bias must be at work (e.g., Kressin & Petersen, 2001; Sheifer, 

Escarce, & Schulman, 2000). Second, careful examinations of providers’ perceptions of 

actual patients showed that African American patients were perceived in more negative 

terms than white patients (e.g., Finucane & Carrese, 1990; van Ryn & Burke, 2000). Finally, 

controlled experiments have found that providers’ perceptions and treatment 

recommendations for hypothetical Black patients differed significantly from those made for 
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hypothetical White patients with the exact same symptoms (for a review see Paradies, 

Truong, & Priest, 2013).

Another source of evidence that cannot be ignored is the consistent finding that ethnic/racial 

minorities report greater dissatisfaction with their health care providers — especially when 

the providers are not of the same ethnicity (i.e., typically white) — and they perceive 

significantly more bias in health care compared to Whites (e.g., Cooper et al., 2003; Cooper-

Patrick et al., 1999; LaVeist, Nickerson, & Bowie, 2000; Saha, Komaromy, Koepsell, & 

Bindman, 1999). A national survey by The Commonwealth Fund (Collins et al., 2002) found 

that compared to Whites, Hispanics and African Americans were nearly twice as likely to 

report problems communicating with their providers, 14 times more likely to believe that 

they would receive better health care if they were of a different ethnicity, and nearly twice as 

likely to feel that they had been treated with disrespect during a recent health care visit.

Based on this evidence and increasing awareness of the subtle ways in which bias may affect 

judgment and behavior, a ground-breaking report by the Institute of Medicine (IOM; 

Smedley et al., 2002) concluded that unrecognized or implicit bias among health care 

providers may contribute to health disparities, but additional research was needed to provide 

more direct evidence on the processes at work.

Direct evidence of biased attitudes and stereotypes among health care 

providers

The IOM report was based on inferences drawn from observational or survey data within the 

field of medicine, and evidence provided by (non-medical) social psychology studies. The 

latter providing the strongest evidence that implicit (if not explicit) intergroup bias is 

implicated in worse interpersonal interactions and biased behavior (e.g., Fazio, Jackson, 

Dunton, & Williams, 1995; Kawakami, Dovidio, & Gaertner, 2002). In the time since the 

IOM report was published, however, numerous studies have provided direct evidence on the 

attitudes and beliefs of health care providers.

Implicit attitudes among health care providers

Consistent with other populations, health care providers demonstrate implicit biases 

indicative of more negative attitudes toward African Americans than Whites (Blair et al., 

2013a; Cooper et al., 2012; Green et al., 2007; Haider et al., 2011, 2015a, 2015b; Hausmann 

et al., 2015; Oliver, Wells, Joy-Gaba, Hawkins, & Nosek, 2014; Sabin, Nosek, Greenwald, & 

Rivara, 2009; Schaa, Roter, Biesecker, Cooper, & Erby, 2015; Stepanikova, 2012; for null 

effects, see Penner et al, 2010; Sabin, Rivara, & Greenwald, 2008), more negative attitudes 

toward Latinos than Whites (Blair et al., 2013a, 2013b; Stepanikova, 2012), and somewhat 

more negative attitudes toward Native Americans than Whites (Sabin, Moore, Noonan, 

Lallemand, & Buchwald, 2015). Health care providers also exhibit negative implicit biases 

against overweight/obese individuals (Phelan et al., 2014; Sabin, Marini, & Nosek, 2012; 

Teachman & Brownell, 2001; Waller, Lampman, & Lupfer-Johnson, 2012), gay and lesbian 

people (Burke et al., 2015; Sabin, Riskind, Nosek, 2015), lower social class (Haider et al., 

2011, 2015a, 2015b), injecting drug users (von Hippel, Brener, & von Hippel, 2008), and 
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wheelchair users with spinal cord injuries (Galli, Lenggenhager, Scivoletto, Molinari, & 

Pazzagila, 2015).

Implicit stereotypes among health care providers

Although the majority of the research has focused on attitudes (i.e., positive/negative 

associations), a handful of studies have explored specific implicit associations and 

stereotypes of stigmatized groups. Research suggests that health care providers implicitly 

hold associations that African American patients are less compliant and less cooperative in 

medical settings than White patients, despite the fact that the health care providers were not 

provided with evidence that African American patients are especially noncompliant or 

uncooperative (Green et al., 2007; Sabin & Greenwald, 2012; Sabin et al., 2008). What is 

more, research does not support the association that African American patients are more 

noncompliant in health care settings (e.g., Steiner et al., 2009). Diseases stereotypically 

associated with African Americans (e.g., sickle cell anemia, HIV, drug abuse) were also 

recognized faster by providers following subliminal presentation of Black than White faces 

(Moskowitz, Stone, & Childs, 2012). Although some diseases may possess a genetic 

component and thus reflect an accurate stereotype, physicians’ responses demonsrated 

inaccurate (e.g., drug abuse) as well as accurate (e.g., sickle cell anemia) disease stereotypes. 

Bean and colleagues (2013) further showed stereotypes of Hispanics among nursing and 

medical students, who were faster to respond to words associated with noncompliance and 

risky health behavior following subliminal images of Hispanics than Whites. Importantly, 

Bean and colleagues suggested that these stereotypes may stem from health care providers 

perceiving communication difficulties as a barrier when treating Hispanic patients (Lipton, 

Losey Giachello, Mendez, & Girotti, 1998). Health care providers, in the absence of any 

validating information, have also been found to implicitly stereotype obese people as more 

lazy, stupid, and worthless than thin people (Schwartz, O’Neal Chambliss, Brownell, Blair, 

& Billington, 2003).

Explicit attitudes and stereotypes among health care providers

Despite the numerous findings of health care providers showing implicit bias toward 

stigmatized groups, the findings on explicit or more controlled forms of bias generally show 

relatively low or even reversed bias. For example, Blair and colleagues (2013a) found that 

while doctors held implicit bias against Latino and African American patients, negative 

explicit attitudes against these groups were virtually nonexistent. In other research, health 

care providers explicitly reported that African American patients are no more likely than 

White patients to be noncooperative (Green et al., 2007). However, some studies have found 

indications of explicit bias by health care providers. Cooper at al. (2012) found that 

providers explicitly stereotyped African American patients as less cooperative than White 

patients, even though the providers had similar explicit attitudes toward both groups. When 

asked about what most health care providers believe, Bean et al. (2014) found that medical 

and nursing students perceived Hispanic and American Indian patients as engaging in more 

risky health behavior and as more noncompliant than White patients.

In general, then, health care providers appear to have many of the same attitudes and beliefs 

toward stigmatized groups as found in other populations, with higher levels of implicit than 
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explicit bias (Blair et al., 2013a; Galli et al., 2015; but see Peris, Teachman, & Nosek, 2008, 

for an example of providers showing less implicit mental health bias than non-providers). 

Importantly, although health care providers show mean levels of bias against stigmatized 

groups, there is wide variance from provider to provider. For example, White, Hispanic, and 

Asian health care providers exhibited moderate levels of implicit bias toward African 

Americans whereas African American health care providers showed no such implicit bias 

(Sabin et al., 2009). Moreover, Sabin and colleagues found that, in general, male health care 

providers showed greater implicit racial bias than did female health care providers. Other 

findings show that higher BMI, as well as male, health care providers had less implicit bias 

toward obese individuals (Sabin et al., 2012; Schwartz et al., 2003), and providers with more 

contact with patients with spinal cord injuries showed less implicit biased toward wheelchair 

users (Galli et al., 2015).

Associations between implicit bias and medical judgments/treatment

Does the level of bias of a particular provider matter in the perception and treatment of 

patients? As noted earlier, previous studies outside of health care have examined how 

implicit bias relates to biased judgment and behavior in other domains (e.g., Dovidio et al., 

2002). Based on that work, researchers have developed a general model on the ways in 

which provider bias may contribute to health disparities (Blair, Steiner, & Havranek, 2011; 

Dovidio et al., 2008; van Ryn, 2002; van Ryn & Fu, 2003; see Figure 1). As shown in Figure 

1, health care providers’ implicit bias may contribute to disparities through two paths. In 

Path A, providers’ implicit bias may affect their judgments and medical decisions regarding 

patients in their care (i.e., worse for stigmatized patients), with downstream consequences 

for health disparities. In Path B, providers’ implicit bias may negatively impact their 

communication and interaction with stigmatized patients, impacting the patients’ 

perceptions, judgments, and trust with their provider; this in turn would impact the patients’ 

engagement and adherence to treatment and increase health disparities. Importantly, these 

two paths may interact with one another such that the poor medical decision-making by the 

provider in Path A may undergird negative communication and mistrust with the patient (and 

visa versa).

Most of the research that has been conducted to test Path A has presented health care 

providers with hypothetical clinical cases that, randomly assigned, vary in the patients’ 

social group membership (e.g., White vs. Black). The researchers then examine the extent to 

which providers’ implicit biases correlate with judgments and decisions, according to the 

patients’ group membership. Consider, for example, a highly cited study by Green and 

colleagues (2007), who found that medical residents with greater implicit racial bias were 

less likely to recommend thrombolysis (“clot-busting”) treatment for a Black patient 

suffering from chest pain in a hypothetical scenario; implicit racial bias did not relate to 

treatment recommendations for a White patient with the same symptoms.

Research published since Green et al. (2007), however, has revealed a more complex picture. 

Studies show that providers’ implicit bias predicts some, but not all, medical judgments. For 

example, Sabin and Greenwald (2012) found that providers’ implicit race bias predicted less 

prescribed postsurgical pain medication for African American than White patients, but 

Zestcott et al. Page 5

Group Process Intergroup Relat. Author manuscript; available in PMC 2017 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



implicit race bias did not predict race differences in decisions for other medical issues, such 

as treatment of urinary tract infections, attention deficit hyperactivity disorder, and asthma. 

Many other studies have failed to find any association between providers’ implicit race or 

class biases and their medical judgments (Haider et al., 2011, 2015a, 2015b; Oliver et al., 

2014; Sabin et al, 2008).

Only one study has investigated providers’ implicit bias and actual medical treatment, rather 

than responses to a hypothetical scenario. Blair and colleagues (2014) assessed implicit bias 

among experienced providers and then examined the medical records of a random sample of 

patients diagnosed with hypertension (stratified by ethnicity/race). An analysis of patients’ 

medications showed that increases in treatment intensification — physicians’ decisions to 

start a new medication or increase medication dosage when hypertension persists — for 

minority (versus White) patients bore no relation to providers’ implicit biases. Furthermore, 

although hypertension control was worse among African American than White patients, this 

difference was also unrelated to their providers’ implicit biases.

Considering the evidence thus far, it appears that provider bias may play only a limited role 

in explaining ethnic/racial health disparities through providers’ medical judgments and 

decisions (Pathway A in Figure 1). This finding is consistent with laboratory research that 

shows stronger associations between implicit bias and nonverbal behavior than explicit 

statements or judgments (Dovidio et al., 2002; Fazio et al., 1995). Many decisions about 

specific medications and treatment options are based on practice guidelines that leave little 

room for the influence of providers’ feelings and beliefs. Additional research is needed that 

directly compares these types of decisions with those that allow for more discretion in 

providers’ decision-making (e.g., giving narcotics for pain management, recommending a 

novel treatment that may be more effective but requires strict adherence and follow-up).

In addition, the majority of research on bias in medical decision-making has been conducted 

through hypothetical scenarios. Although a hypothetical scenario may accurately reflect 

some types of decision scenarios (i.e., careful consideration of written information, no time 

limit, and judgments that one knows will be carefully analyzed by researchers), other 

decisions are made under more stressful and ambiguous conditions (e.g., addressing pain 

complaints in a busy, understaffed emergency department). The one study to date that 

examined real patient care by Blair and colleagues (2014) was conducted under conditions 

that are likely to mitigate bias: a primary care setting in which patients and providers 

developed working relationships over the course of many years; processes and outcomes that 

were made over time, with many opportunities for adjustment; strong organizational 

expectations for meeting hypertension control guidelines and awareness of the problem of 

uncontrolled hypertension, particularly among African Americans. Implicit bias may be 

more likely to affect care delivered outside of established relationships, or in decisions made 

under time pressure, with limited information and without the benefit of clear guidelines 

(Burgess et al., 2007; Stepanikova, 2012).
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Evidence on associations between implicit bias and patients’ perceptions 

and behavior

The second pathway (B) through which provider bias may contribute to health disparities, as 

shown in Figure 1, focuses on the effect of implicit bias on interpersonal communication. As 

noted previously, a number of lab studies have shown that people with more implicit ethnic/

racial bias have poorer interpersonal interactions with minority individuals, often in very 

subtle ways (e.g., Dovidio et al., 2002). In the medical context, such interactions may impact 

the providers’ ability to accurately assess the patients’ views on treatment plans and curtail 

productive discussion, especially if the topic is sensitive (e.g., the need for lifestyle changes 

or the use of drugs and alcohol). On the patient side, a poor interaction due to provider bias 

could undermine trust and engagement in care, leading to less follow-up and worse 

adherence to the treatment plan.

Several studies have shown that African American patients report less positive clinical 

interactions with providers who have higher levels of implicit bias favoring Whites over 

Blacks (Blair et al., 2013b; Cooper et al., 2012; Penner et al., 2010). For example, Blair and 

colleagues (2013b) examined the association between providers’ implicit ethnic/racial bias 

and their patients’ perceptions of the “patient centeredness” of their provider during medical 

visits. African American patients in this study consistently rated their providers lower on 

interpersonal treatment, communication, trust, and knowledge of the patient to the extent 

that the providers had more implicit bias. However, the study found no association between 

Latino patients’ perceptions of their providers and their providers’ implicit bias against 

Latinos, suggesting that implicit bias may not be expressed or may not be perceived in the 

same way with different groups.

Other researchers have attempted to assess provider behaviors more objectively. For 

example, Cooper and colleagues (2012) measured providers’ implicit prejudice and 

stereotyping of African Americans and then audio-recorded their clinical visits with African 

American and White patients. These recordings were subsequently coded for possible 

behavioral indicators of bias, such as verbal dominance, amount of patient-centered 

communication, and length of the clinical visit. Although providers’ implicit race bias 

showed some associations to these behavioral indicators with African American patients, the 

same bias also predicted similar outcomes with White patients. Interestingly, African 

American and White patients differed in their perceptions of providers with greater implicit 

bias, with African American patients reporting worse interactions with biased providers than 

White patients. Thus, providers’ implicit bias may have a negative impact on clinical visits 

with both African American and White patients, but the providers’ implicit bias may 

especially damage the perceptions of African American patients.

Another study found a similarly complex view of providers’ implicit bias predicting more 

objective behaviors. In a partial re-analysis of the Penner et al. (2010) data, Hagiwara and 

colleagues (2013) measured the amount of time that providers talked during the clinical 

interaction compared to the amount of time that the patients talked (i.e., talk-time ratio). 

Results revealed that providers with more implicit bias had higher talk-time ratios (greater 

dominance) with African American patients. However, this dominance during the interaction 
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was positively related to patient adherence with medications 16 weeks later. As speculated 

by Hagiwara and colleagues, this pattern may reflect the influence of a third variable (past 

experiences with discrimination) that could have affected how much the patients asserted 

themselves during the interaction and their subsequent (lower) adherence. Note that while 

Cooper et al. (2012) provided a White patient reference group, there was no such 

comparison group included in Hagiwara and colleague’s analysis.

To summarize, research shows that providers’ implicit bias is a relatively consistent 

predictor of ethnic/racial differences in patients’ subjective experiences with their health 

care providers, at least for African American patients. However, objective indicators of 

specific provider behaviors involved in these experiences have been more difficult to pin 

down (but see Hagiwara et al., this issue). One may certainly argue that the patients’ 

perception of the situation is more important than objective events when it comes to trust 

and willingness to follow treatment recommendations or engage further with the health care 

system. Indeed, a vast amount of research shows that perceived discrimination may 

undermine health among stigmatized groups (for a review see Pascoe & Richman, 2009).

Importantly, additional work is needed on the conditions under which provider bias is more 

or less likely to affect communication with patients. Basic research suggests a number of 

moderating conditions that have yet to be mapped on to medical practice (see Perugini, 

Richetin, & Zogmaister, 2010). Similarly, little is known about the ways in which the effects 

of provider bias may be exacerbated by patient characteristics. Patients who have 

experienced many prior episodes of bias in other settings (e.g., school or work) may be 

particularly sensitive to implicit bias in the medical setting (Hagiwara et al., this issue); or, a 

patient who is assertive or challenges the providers’ judgment may be more likely to activate 

provider bias. We turn next to examine the work being done to help providers understand the 

experiences of stigmatized patients.

Reducing implicit bias among health care providers

In response to the evidence that health care providers exhibit implicit bias, and that it may 

affect patients’ perceptions of their care, health care organizations and faculty are developing 

and testing new training in implicit bias for health care providers. Several papers describe 

best practices for helping students in health care learn about their biases, and emerging 

research indicates that adopting approaches developed for reducing implicit bias in STEM 

and other fields show promise for reducing implicit bias in health care.

Research suggests that contemporary approaches to teaching cultural competence and 

minority health are generally insufficient to reduce implicit bias among health care 

providers. Several reviews, including the section above, indicate that implicit prejudice and 

stereotyping is present when students begin training in health care, and that the level of 

implicit bias remains constant or increases as students matriculate through their training (see 

Chapman et al., 2013). Rubineau and Kang (2012) reported significant increases in medical 

students’ disparate behaviors toward Black standardized patients between their first and 

second years of medical school. Results from the CHANGES project, a four-year 

longitudinal study that tracked implicit and explicit bias among 3959 students across 49 
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medical schools in the United States, revealed similar shortcomings in medical training. For 

example, Phelan and colleagues (2014) found that whereas implicit bias toward obese 

patients remained constant, explicit bias increased during the four years of medical school. 

Also using the CHANGES data set, van Ryn and colleagues (2015) identified several factors 

that predicted increases in implicit bias during medical school, such as having heard negative 

comments from supervising medical staff about African American patients, and having had 

unfavorable contact with African American physicians. Although the van Ryn paper 

reported that formal training in minority health or cultural competence showed small, but 

significant, relationships to reduced implicit bias during medical school, these effects were 

eliminated after controlling for other variables.

Most educational interventions designed to reduce implicit bias appear to use a two-step 

approach that includes (1) making the students aware of their implicit biases, and (2) 

providing instruction on strategies they can use to either reduce the activation of implicit 

associations, or control how those associations influence judgment and behavior (Burgess, 

van Ryn, Dovidio, & Saha, 2007; Blair et al., 2011; Stone & Moskowitz, 2011; Teal et al., 

2012). At this writing, only a handful of studies have examined whether teaching single or 

multiple strategies for reducing implicit bias is effective among health care providers.

Bias awareness strategies

Self-reflection activities that challenge self-perceptions are a common educational tool for 

helping students in health care become aware of bias (Teal et al., 2012). However, research 

suggests that awareness, by itself, may not always change the way health care providers 

think about stigmatized patient groups (Chapman et al., 2013). For example, Teal and 

colleagues (2010) had medical students complete a Black/White race Implicit Association 

Test (IAT; Greenwald, McGhee, & Schwartz, 1998) and then participate in peer discussion 

groups to discuss their experience with the IAT and their observations about implicit bias 

during ongoing clinical experiences. The results suggested that whereas students improved 

their awareness of provider-focused strategies for reducing implicit bias, they reported less 

interest in using patient-focused strategies like perspective-taking. In a similar approach, 

Gonzalez and colleagues (2014) exposed medical students to a single session about the role 

of provider implicit bias in health disparities. Participants read papers on the topic, 

completed an IAT and self-reflection exercises, and discussed their perspectives in class. 

Whereas the majority of students reported positive attitudes and beliefs about implicit bias, 

22% of the sample doubted the validity of the IAT and the existence of health disparities 

overall. In contrast, van Ryn and colleagues (2015) reported that having completed an IAT 

(with feedback) was a significant predictor of decreases in implicit bias after controlling for 

instruction in cultural competence and minority health. Overall, these results suggest that 

being made aware of implicit bias through self-reflection activities, like feedback from an 

IAT, may motivate health care providers to address their implicit biases, but perhaps only if 

the feedback and reflection activity does not induce the defensiveness that can lead them to 

deny their bias, or counter-argue the issue of disparities.
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Control strategies

One way to reduce provider resistance to learning about implicit bias is by instructing them 

in strategies for controlling their automatic responses to stigmatized patients, such as 

affirming egalitarian goals, seeking common-group identities, perspective-taking, and 

individuation via counter-stereotyping (Burgess et al., 2007; Blair et al., 2011; Stone & 

Moskowitz, 2011). A recent study by Lai and colleagues (2014) comparing these and other 

strategies suggests that seeking counter-stereotypic and common-identity information (e.g., 

shifting group affiliations or boundaries) may be especially effective for reducing implicit 

bias among a non-health care sample (also see Prati and colleagues (this issue) for an 

example of cross-categorization as a tool to garner majority support for immigrant access to 

health services). The authors also concluded that the success of any approach requires active 

involvement or engagement when using the strategy.

Perspective-taking strategies

Perspective-taking is a common clinical skill taught in most health care training programs. 

Instruction in perspective-taking shows positive effects on implicit bias in laboratory studies 

(Todd & Galinsky, 2012) and among health care providers (Drwecki et al., 2011). For 

example Blatt and colleagues (2010) showed that training medical students in perspective-

taking improved African American patient satisfaction relative to control training. The 

authors suggest that learning about perspective-taking increased patient satisfaction across 

medical schools, clinical disciplines, and for interactions between racially diverse students 

and patients.

Use of multiple strategies

Other research outside of the health care domain suggests that exposing providers to 

multiple strategies could attenuate implicit bias both immediately after training, and in some 

cases, the effects might last for several weeks (Rudman, Ashmore, & Gary, 2001). Devine 

and colleagues (2012) developed a two-step intervention for college undergraduates in 

which, after making the participants aware of their implicit prejudice toward African 

Americans through IAT feedback, they instructed participants in the use of stereotype-

replacement thinking, counter-stereotypic imaging, seeking individuating information, 

perspective-taking, and how to increase positive contact with out-group members. The 

results showed that participants who completed the intervention reported significantly lower 

implicit prejudice toward African Americans at 4 and 8 weeks, compared to participants in a 

control intervention group.

Stone and colleagues (2015) tested a similar two-step approach in a series of workshops with 

first-year medical students. The students first completed a Hispanic-White/non-compliance 

IAT (without feedback) and read an article about implicit bias in medicine. The next week, 

all attended a lecture on implicit bias and learned about their own implicit biases by 

completing a classroom IAT demonstration. Two days later, the students participated in a 

team learning activity during which they discussed and developed implementation intentions 

for activating egalitarian goals, seeking common-identity and counter-stereotypic 

information, and for taking their patient's perspective during a clinical encounter. When they 

completed the same IAT three to seven days following the workshops, the results showed 
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that participants demonstrated significantly less implicit stereotyping of Hispanics. The 

lasting effect of this and the intervention in Devine et al. (2012) supports the call for 

developing training modules that, in addition to making providers aware of their biases, 

provide instruction in how to control implicit bias, and features active learning exercises for 

practicing the new skills.

Promoting bias reduction at an institutional level

Finally, health care institutions can make changes that facilitate implicit bias reduction. 

Recent research indicates that positive intergroup contact is associated with reduction in 

implicit bias in a health care context (Burke et al., 2015; van Ryn et al., 2015). These studies 

suggest that implicit bias may fade when health care training features opportunities for 

positive contact across group boundaries (provider — patient; student — faculty).

Suggestions for future reduction strategies

While the research above suggests that interventions can reduce implicit bias among health 

care providers, more empirical work is needed. One area to investigate is how to provide 

information and feedback about implicit bias without causing defensive resistance to the 

issue. The available data suggest that simply confronting providers with evidence of their 

implicit biases may not, in and of itself, be sufficient to motivate them to change the way 

they think about, and interact with, stigmatized patients. Students in training may perceive 

information and feedback about implicit bias as assigning blame and responsibility for 

health disparities, which is likely inconsistent with their egalitarian goals to provide the best 

care possible to all patients (Burgess et al., 2007). However, research suggests that students 

may be more open to learning about their own biases, and accepting responsibility for 

changing them, if instructors start by activating and affirming their egalitarian goals and 

commitment to provide equal care, before having them engage in self-reflection activities or 

receive feedback from an IAT (Harris, Mayle, Mabbott, & Napper, 2007; Howell & 

Sheppard, 2012). Emphasizing from the start that reducing disparities is a shared 

responsibility, and that providers can learn to control their implicit responses to stigmatized 

patients, may also encourage openness and acceptance of the information (Moss-Rascusin et 

al., 2014)

It is also important to examine how best to train health care providers in the use of strategies 

for reducing implicit bias. The current literature suggests that there are two key elements for 

success: (1) instructors need to translate the abstract, theoretical concepts and processes that 

support the effectiveness of the strategies into practical, concrete clinical skills, and (2) 

instructors need to develop active learning exercises that allow students the opportunity to 

practice the skills before they use them in the clinic. But it is not clear which strategies, 

either in isolation or combination, work best for reducing implicit bias in patient care (Lai et 

al., 2012; Devine et al., 2012). It may be that some strategies (e.g., seeking counter-

stereotypic information; perspective-taking) are relatively easy to use and more effective in a 

clinical setting than others (e.g., stereotype-replacement), but that there are clinical settings 

in which using any strategy would be difficult to employ (e.g., during an emergency room 

triage). Moreover, examining reduction strategies for patient groups who are not stigmatized 

due to race/ethnicity (e.g., obese individuals, gay and lesbian people, individuals with 
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physical disabilities) may lend further insight into which type of strategies are more effective 

for treatment of different patient groups. Understanding the parameters to using implicit bias 

reduction strategies in a clinical setting and toward a variety of stigmatized patient groups is 

vital for helping providers adopt them in their practices.

Finally, the ultimate goal of training providers to reduce implicit bias is to reverse the 

disparities in care that many stigmatized patient groups receive. It is therefore critical to 

examine if any reductions in implicit bias, observed after providers receive training in bias 

reduction, subsequently translate into more positive outcomes for stigmatized patient groups. 

Indeed, real changes in patient care may not occur with a one-time training in the first year 

of medical or nursing school; students may need continued exposure to an implicit bias 

curriculum in each year of their training in order to fully integrate the information into the 

other knowledge and skills they learn for patient care. Naturally, extended training will 

require a relatively high level of commitment, in terms of instruction time and resources, by 

health care training programs (Penner, Blair, Albrecht, & Dovidio, 2014). Nevertheless, 

integrating instruction on implicit bias into existing health care training appears necessary to 

address the role that providers may play in creating disparate care for stigmatized patients.

Conclusions

The evidence in this review suggests that, similar to the general population, health care 

providers in the U.S. have implicit negative attitudes and stereotypes about many 

stigmatized groups. Only recently have efforts been made to directly investigate whether 

provider implicit bias contributes to the health disparities experienced by these groups. 

Whereas some studies suggest that provider bias may negatively impact clinical interactions 

with stigmatized patients, provider bias has not been consistently linked to worse medical 

judgment and decisions. More research is needed to document the conditions under which 

these processes play out in different clinical settings, with different patient populations.

Research on best practices for addressing and reducing implicit bias in health care is also 

underway. While recent papers describe several interventions that may effectively translate 

when training future and current providers, there is an urgent need for more research to test 

the extent to which these interventions are effective, both immediately and during the course 

of health care delivery. A stronger understanding of how provider implicit bias influences 

clinical care, and how to motivate providers to adopt strategies for controlling implicit bias, 

could play an important role in the reduction of disparities in health care for stigmatized 

patient groups.
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Figure 1. 
Model of paths through which provider implicit bias may contribute to health disparities.
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