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Abstract
Exploring and exploiting a rich visual environment requires perceiving, attending, and remembering multiple objects
simultaneously. Recent studies have suggested that thismental “juggling” ofmultiple objectsmay depend on oscillatory neural
dynamics. We recorded local field potentials from the lateral intraparietal area, frontal eye fields, and lateral prefrontal cortex
whilemonkeysmaintained variable numbers of visual stimuli inworkingmemory. Behavior suggested independent processing
of stimuli in each hemifield. During stimulus presentation, higher-frequency power (50–100 Hz) increased with the number of
stimuli (load) in the contralateral hemifield, whereas lower-frequency power (8–50 Hz) decreased with the total number of
stimuli in both hemifields. During thememory delay, lower-frequency power increasedwith contralateral load. Load effects on
higher frequencies during stimulus encoding and lower frequencies during the memory delay were stronger when neural
activity also signaled the location of the stimuli. Like power, higher-frequency synchrony increased with load, but beta
synchrony (16–30 Hz) showed the opposite effect, increasing when power decreased (stimulus presentation) and decreasing
when power increased (memory delay). Our results suggest roles for lower-frequency oscillations in top-down processing and
higher-frequency oscillations in bottom-up processing.
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Introduction
While awealth of studies have investigated howhumans and an-
imals remember single objects, less is known about how we re-
member multiple objects simultaneously. It is well known that
human capacity for multiple items is severely limited: The aver-
age adult human can only hold 3–4 objects in mind (working
memory) simultaneously (Luck and Vogel 1997; Vogel et al.
2001). fMRI signals from a variety of brain areas are modulated
by the number of remembered stimuli (stimulus load) (Linden
et al. 2003; Todd and Marois 2004). Similarly, EEG event-related
potentials scale with stimulus load, saturate when behavioral
capacity is exceeded, and reflect individual differences in work-
ing memory capacity (Vogel and Machizawa 2004; Vogel et al.
2005; McCollough et al. 2007; Ikkai et al. 2010; Luria and Vogel
2011). However, multiple-item working memory processes
are much less studied in animals, where we can assess neural
activity with greater temporal and spatial precision.

We previously reported correlates of multiple-item working
memory in individual neurons in frontal and parietal cortex
(Buschman et al. 2011). Monkeys performed a human test of cap-
acity (Fig. 1). Two arrays of 2–5 colored squares were separated by
a memory delay. The color of a random square was changed.
Monkeyswere trained to saccade to this change. Multiple electro-
des were implanted in lateral prefrontal cortex (lPFC), frontal eye
fields (FEF), and lateral intraparietal area (LIP). These regions are
critical for short-termmemory (Passingham1975; Kowalska et al.
1991; Sawaguchi and Goldman-Rakic 1991; Li et al. 1999), and
human studies implicate them in capacity limitations (Linden
et al. 2003; Todd and Marois 2004, 2005; Vogel and Machizawa
2004; Palva et al. 2010; Voytek and Knight 2010). On the neuron
level, we found capacity limitations were bottom-up (appearing
in parietal before frontal cortex), neural information about the
target stimulus decreased with stimulus load even when these
stimuli was correctly remembered, and neural information was
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present but reduced in trials in which the animal failed to select
the correct target (Buschman et al. 2011).

Here, we use these data to examine effects of stimulus load on
oscillations of local field potentials (LFPs). There is increasing evi-
dence that oscillations play a role in cognition. Different oscilla-
tory frequencies may mediate feedforward versus feedback
processing (Engel et al. 2001; Buschman and Miller 2007; Engel
and Fries 2010; Arnal and Giraud 2012; Bastos et al. 2015) and dy-
namically link neurons into ensembles (Gray et al. 1989; Busch-
man et al. 2012; Salazar et al. 2012). Capacity limits have been
hypothesized to arise from coding of different stimuli at different
oscillatory phases (Lisman and Idiart 1995; Siegel et al. 2008;
Lundqvist et al. 2011). The few human EEG studies investigating
oscillatory activity showed that power and synchrony increase
with stimulus load across a range of frequencies (Jensen and
Tesche 2002; Howard et al. 2003; Meltzer et al. 2008; Palva et al.
2010, 2011). But, the link between oscillations and multiple-
item working memory is not well-studied and thus far from
understood.

Materials and Methods
Behavioral Task

One adult male rhesus macaque (Macaca mulatta) and 1 adult
male cynomolgus macaque (Macaca fascicularis) were trained to
perform a change localization task. All procedures followed the
guidelines of the Massachusetts Institute of Technology

Committee on Animal Care and the National Institutes of Health.
Animals fixated for 500 ms to initiate a trial. After this fixation
period, an array of 2–5 colored squares (1–3 per hemifield)
appeared for 800 ms. The stimuli then disappeared. After an
800- to 1000-ms memory delay period, the array reappeared
with a change to the color of a random square. The animal re-
ceived a juice reward for making a direct saccade to the changed
square. From the start of the trial until the presentation of the se-
cond array of colored squares, the animal was required to fixate
within 1.75 degrees of a central fixation point.

The location of the target was randomized for each trial. How-
ever, in order to permit inspection of neural encoding of visual in-
formation during the delay period, square locations were chosen
from6positions (3 per hemifield) in anysingle session, and only 2
colors could be present at any single position. Additionally, given
our behavioral evidence for the independence of working mem-
ory representations in each hemifield, in each trial, we manipu-
lated the number of stimuli in each hemifield rather than the
total number of stimuli in the display, while constraining the
total number of stimuli to between 2 and 5. In order to maintain
behavioral performance and to acquire a sufficient number of
trials with low total load, trials with fewer stimuli in a given
hemifield were presented at higher probability than trials with
greater numbers of stimuli. This trial selection procedurewas un-
informative about the location of the target and did not provide
any additional information that could assist in the performance
of any given trial.
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Figure 1. (A) Change localization task. After fixating for 500 ms, animals saw an array of colored squares for 800 ms. These squares then disappeared, and subjects were

required to maintain the colors of these squares in memory for a variable delay of 800–1000 ms. The array then reappeared with a change to the color of one square. The

animal was rewarded for saccading to the changed square. (B) Average behavioral performance according to the number of squares on the same side as the changed

stimulus (“target side”) and the number of squares on the opposite side. Performance depended on the number of squares on the target side, not the total number of

squares. (C) Mutual information between the location of the target stimulus and the animal’s choice given the display for total loads 2 through 5. (D) Mutual

information between the location of the target stimulus and the animal’s choice given the display for loads 1, 2, and 3 in the target hemifield. Error bars reflect 95%

confidence intervals based on nonparametric bootstrapping across sessions.
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New stimulus locations and colors were randomly selected
before each recording session. Stimulus locations were selected
to bewithin 75 degrees of visual angle from the horizontalmerid-
ian and between 4 and 6 degrees of visual angle from the central
fixation point, and colors weremanually inspected to ensure suf-
ficient discriminability. All 12 possible colors in a given session
were unique. An infrared video eye-tracking system recorded
eye positions at 240 Hz. A computer running the MonkeyLogic
software (Asaad and Eskandar 2008) controlled the stimulus dis-
play and behavioral reward.

Electrophysiological Recording

Epoxy-coated dura-piercing tungsten electrodes (FHC) were low-
ered into each region using a custom-built grid and microdrive
assembly that lowered electrodes in pairs using a single screw.
Recordings were performed using a Plexon Multichannel Acqui-
sition Processor. All signals were referenced to ground. Local
field potentials were filtered with hardware filters between 3.3
and 88 Hz prior to amplification and sampled at 1000 Hz. Two-
pole notch filters at 60 Hz (line noise frequency), 85 Hz (monitor
refresh rate), and 120 Hz (line noise harmonic) were applied
prior to data analysis.

We restricted our analyses to electrodes from which we re-
corded at least one single unit. Only parietal electrodes whose
units showed a spatially selective response in a delayed saccade
task (P < 0.05, permutation test of ω2) were included in further
analyses. Electrodes in FEF and lPFC were differentiated using
microstimulation. Out of 1125 recorded electrodes, 546 electrodes
fit our criteria (13–28 per session, mean 19.5, interquartile range
18–21.25). Of these channels, 142 were in LIP (1–9 per session,
mean 5.1, interquartile range 3.75–7.25), 155 were in FEF (1–12
per session, mean 5.5, interquartile range 4.75–6), and 249 were
in lPFC (5–15 per session, mean 8.9, interquartile range 7–10.25).

Estimation of Behavioral Capacity

Our procedure for estimating behavioral capacity by mutual in-
formation is described in detail in Buschman et al. (2011). To de-
termine mutual information for the entire display, for each load,
we computed the conditional mutual information between the
animal’s choice and the target given the stimulus display. We
dissociated the amount of mutual information in each hemifield
using linear regression. Full details are provided in the Supple-
mentary Methods.

Data Analysis

All analyseswere performed using the Julia programing language
(http://www.julialang.org/). Evoked potentials were removed
prior to analysis. Spectrograms and coherograms in Figures 2, 3,
8 and Supplementary Figure S2 were computed by continuous
wavelet transform with Morlet wavelets. Bar and line graphs in
Figures 4–7, 9 and Supplementary Figures S1, S3, and S4 were
computed using multitaper time-frequency transforms. Confi-
dence intervals and significance testswere computed using para-
metric bootstrapping (see Supplementary Methods).

We fit spectral power using a generalized linear model with a
Gamma likelihood function and a logarithmic link function,
which yielded a better fit to the data than an ordinary least
squares fit. To assess information present in power, we com-
puted adjusted R2 for the gammamodel fit, as described in Mittl-
böck and Heinzl (2002). Further details are provided in the
Supplementary Methods.

To determine the relationship between synchrony and load
(Figs 8, 9, Supplementary Figs S2 and S3), for each electrodes
pair, time point, and frequency, we first computed surrogate
coherence values with each individual trial removed, yielding
an estimate of the contribution of that trial to coherence
(Womelsdorf et al. 2006; Hipp et al. 2011; Richter et al. 2015). We
then computed the correlation between these surrogates and
load (see Supplementary Methods). To compute synchrony sta-
tistics for individual load conditions (Supplementary Fig. S4),
we used the pairwise phase consistency, an estimator of the
squared mean resultant length that is not biased by the number
of trials (Vinck et al. 2010).

Results
Monkeys Maintain Multiple Items in Working Memory

Our change localization task and behavioral results are described
in detail in Buschman et al. (2011). Animals sawa sample array of
2 to 5 colored squares for 800 ms (Fig. 1A). After an 800- to 1000-ms
delay period, the array reappeared with a change to the color of
one of the squares. Animals had to saccade to the changed
square to receive a juice reward. The “target” was defined as
the stimulus that changed between the 2 array presentations.
The monkey was not cued to (and could not predict) which
stimulus would be the target.

As Buschman et al. (2011) reported and others have confirmed
(Matsushima and Tanaka 2014), the right and left visual hemi-
fields seemed to process stimuli separately. There were inde-
pendent capacities on the right and left for the number of
stimuli that could be processed/remembered: A stimulus in the
same hemifield as the target degraded both the ability of the ani-
mal to detect its change and the neural information present
about that stimulus. In contrast, a stimulus in the opposite hemi-
field had little or no effect. Indeed, task performance showed a
strong dependence on the number of stimuli in the same hemi-
field as the target (P < 10−10, ANOVA; Fig. 1B) but no significant de-
pendence on the number of stimuli in the opposite hemifield
from the target (P = 0.23, ANOVA). To determine the animal’s be-
havioral capacity, wemeasuredmutual information between the
animals’ choices and the target position (Fig. 1C). Mutual infor-
mation between the target and response plateaued at 4 items
in the display, consistent with reports of working memory cap-
acity of 3 to 4 items in humans (Luck and Vogel 1997; Vogel
et al. 2001). Because the behavioral analysis above suggested
that the hemifields had independent workingmemory capacities,
we used linear regression to separate information in each hemi-
field (see Materials and Methods). Information increased when a
second stimuluswas added to the target hemifield (P < 10−15, boot-
strap Z-test; Fig. 1D) but showed no change when a third stimulus
was added (P = 0.94). Thus, behavioral capacity appears to saturate
between 1 and 2 stimuli per hemifield.

Oscillatory Power Correlates with Contralateral
and Ipsilateral Stimulus Load

We tested the effects of contralateral stimulus load on LFP power
using a generalized linearmodel. After removing evokedpotentials,
we regressed the instantaneous power at each frequency band and
each time point in the trial (see Materials and Methods). We esti-
mated the multiplicative contribution over the model intercept,
which corresponds to the power in the absence of any stimuli. Fig-
ure 2A shows the percent power change for each contralateral
stimulus load condition. Figure 2B plots the percent change in LFP
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power for each added contralateral stimulus, as estimated based on
observed power at loads 1 to 3. The black polygons indicate time-
frequency “zones” of significant changes in power with increasing
load (seeMaterials andMethods). Figure 3 shows the same analysis
for ipsilateral stimulus loads.Wefirst consider the effects of contra-
lateral loads. We saw the effects of contralateral load in 2 broad
bands, 8–50 Hz (“lower frequencies,” including theta, alpha, beta,
and lower gamma) and 50–100 Hz (“higher frequencies” or high
gamma). We will summarize the main effects. Then, we will go
into details such as temporal dynamics of the effects.

During sample array presentation, higher-frequency LFP
power increased with increased contralateral stimulus load
(positive correlations, warm colors) whereas lower-frequency
LFP power decreased with increased contralateral stimulus load
(negative correlations, cool colors). During the memory delay
(especially late in the delay), there was no effect of contralateral

load on higher frequencies and the effects at lower frequencies
inverted (Fig. 2).

Figure 3 shows the effect of ipsilateral stimulus load on LFP
power. Like contralateral load, ipsilateral load inversely corre-
lated with lower-frequency LFP power during stimulus presenta-
tion. But in contrast to contralateral load, effects of ipsilateral
load at higher frequencieswereweaker. Additionally, the positive
correlation between memory delay lower-frequency lPFC power
and contralateral load was not observed for ipsilateral loads.
Thus, the independence between the 2 visual hemifields seen
in behavior was reflected in positive, but not the negative, corre-
lations between load and power. As Figures 2 and 3 illustrate, the
changes in LFP with stimulus load was more complex than this
summary; therewere differences in the temporal dynamics in ef-
fects between brain areas. Next, we quantify these effects and
consider them in more detail.

Figure 2. (A) Percent power change for contralateral loads 1, 2, and 3 relative to themodel intercept across frequencies and time. First dashed line indicates time of sample

onset. Second dashed line indicates time of sample offset. (B) Percent power change per contralateral stimulus. Boxes indicate significant modulations (bootstrap Z-test,

P < 0.05, Holm corrected for 22 frequencies × 211 time points).
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Differences in Effects of Stimulus Load by Time
and Frequency Band

As Figures 2 and 3 indicate, themain effects of stimulus loadwere
seen across 2 broad frequency bands (lower: 8–50 Hz and higher:
50–100 Hz). When we separated the lower frequencies into
standard-frequency bands (theta, 4–8 Hz; alpha, 8–12 Hz; beta,
16–30 Hz; low gamma, 30–50 Hz), the pattern of effects in the
narrow bands mirrored the broadband effects (i.e., negative cor-
relations in theta through low gamma, positive correlations in
high gamma, see Supplementary Fig. S1). Thus, for simplicity,
we report statistics computed across the broad bands using the
multitaper method (see Materials and Methods).

Figures 2 and 3 suggest that different load effects were
grouped themselves into 3 distinct time periods, especially in
the lPFC. There was an early sample epoch (0–400 ms after sam-
ple onset), a late sample/early delay epoch (400–1000 ms after
sample onset), and a late delay epoch (1000–1800 ms after sample
onset). We therefore computed the power across each of these
epochs separately. Figure 4 plots the average percent change in
LFP power per added stimulus for the 2 broad frequency bands

and in each of the 3 epochs for each brain area. The asterisks in-
dicate a significant change in power with increasing load. The
hatched bars indicate when a given measure in a given brain
area showed a significant difference between the effects of
contralateral versus ipsilateral load. Next, we consider the effects
in each epoch.

Early Sample Epoch
All 3 brain areas showed a decrease in low-frequency power with
increased contralateral stimulus load (LIP: −1.4%/item, P < 10−6;
FEF: −1.2%/item, P < 10−8; lPFC: −0.9%/item, P < 10−6) (Figure 4A).
The effects of contralateral load on higher-frequency power were
mixed. LIP showed a significant positive correlation (0.8%/item,
P = 0.004), and lPFC showed a significant negative correlation
with contralateral load (−0.8%/item, P < 10−6). For ipsilateral
loads, there were numerically negative correlations with lower
frequencies, but only the FEF and lPFC showed a significant
negative correlation with lower-frequency power (FEF: −1.1%/
item, P < 10−6; lPFC: −0.5%/item, P = 0.03). The differences in
correlations for contralateral versus ipsilateral stimulus loads did

Figure 3. (A) Percent power change for ipsilateral loads 1, 2, and 3 relative to the model intercept across frequencies and time. (B) Percent power change per ipsilateral

stimulus. Boxes indicate significant modulations (bootstrap Z-test, P < 0.05, Holm corrected for 22 frequencies × 211 time points).
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not reach significance for the lower frequencies (no bars corre-
sponding to lower frequencies in Fig. 4A are hatched, indicating
no difference between contralateral and ipsilateral loads for each
area). In contrast to contralateral loads, noneof the areas showeda
significant correlation between higher frequencies and ipsilateral
load. This difference between the effects of contralateral
and ipsilateral load on higher frequencies was significant for the
lPFC (P = 0.007; hatched bars, Fig. 4A). In this way, the higher-
frequency power was similar to our previously reported single-
neuron results (Buschman et al. 2011).

Late Sample/Early Delay Epoch
Contralateral stimulus load had different effects on lower versus
higher frequencies in all 3 areas (Figure 4B). All 3 areas showed a
significant negative correlation with contralateral load at lower
frequencies (LIP: −2.2%/item, P < 10−25; FEF: −1.5%/item, P < 10−22;
lPFC: −2.2%/item, P < 10−79; see Fig. 4B) and a significant positive
correlation at higher frequencies (LIP: 1.1%/item, P < 10−8; FEF:
0.5%/item, P = 0.001; lPFC: 1.5%/item, P < 10−45). As in the early
sample epoch, lower-frequency power decreased with ipsilateral
load in all 3 areas (LIP: −1.9%/item, P < 10−18; FEF: −1.4%/item,
P < 10−19; lPFC: −1.9%/item, P < 10−50), with weak or no effect on

higher frequencies. Only the lPFC showed a small, but significant
positive correlation between higher-frequency power and ipsilat-
eral load (0.5%/item, P < 10−5), and it was significantly weaker
than the correlation between lPFC higher-frequency power and
contralateral load (hatched bar in Fig. 4B; P < 10−9).

Late Delay Epoch
Later in the memory delay, the effects of contralateral load on
lower-frequency power in the FEF and lPFC reversed relative to
earlier in the trial (Figure 4C). They showed a significant positive
(as opposed to negative) correlation between lower-frequency
power and contralateral load (FEF: 1.1%/item, P < 10−11; lPFC:
0.6%/item, P < 10−4). In contrast, therewasnoeffect of contralateral
load on higher-frequency power. Increased ipsilateral stimulus
load continued to produce negative correlations with lower-
frequency power in LIP (−0.7%/item, P = 0.02) and lPFC (−0.7%/
item, P < 10−7). This difference between the effects of contralateral
and ipsilateral load at lower frequencieswas significant for the FEF
and lPFC (hatchedbars, Fig. 4C; FEF: P < 10−9; lPFC: P < 10−11). Ipsilat-
eral load effects on higher-frequency power remained weak; only
the lPFC showed a positive correlation (0.5%/item, P < 0.0001).
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Figure 4. Percent power change per contralateral (left) and ipsilateral (right) item by region, grouped by lower frequencies (left bar group) and higher frequencies (right bar

group) during the early sample (A), late sample/early delay (B), and late delay (C). Error bars are standard error of the mean. Asterisks indicate significant differences

(bootstrap Z-test, P < 0.05, Holm corrected for 2 bands × 3 epochs × 3 regions). White hatching indicates significant differences in modulation by ipsilateral and

contralateral load (bootstrap Z-test, P < 0.05, Holm corrected). P-values above bars indicate significant differences between regions (F-test, P < 0.05).
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Do Load Effects Saturate at Behavioral Capacity?

Above, we cataloged whether increased stimulus load increased
or decreased LFP power. These effects could reflect a strictly
monotonic relationship (every added stimulus changes LFP
power to a certain degree). Alternatively, there could be a step-
like, or threshold, relationship. For example, power could have
been constant below a specific load and then increased above
it. To test this, we computed the average change from baseline
(i.e., no stimulation) for each contralateral and ipsilateral load
from 1 to 3 stimuli. This is plotted in Figure 5 for each area and
for contralateral and ipsilateral loads. As can be seen, the rela-
tionship between stimulus load and power seems mostly mono-
tonic. Each added stimulus produces a similar degree of change
in oscillatory power. Note that, even though the animals’ per-
formance dropped off beyond 2 stimuli, adding a third stimulus
to the load resulted in further changes in power. The asterisks
in Figure 5 indicatewhich brain areas showed a strictlymonoton-
ic relationship between power and load, that is, the smallest ob-
served difference in power of any pair of load conditions was
larger than would be expected by chance (see Supplementary
Methods). Inmost bands, epochs, and regionswherewe observed

significant modulation of power by load, the effect was strictly
monotonic. This was true for all observed low-frequency power
decreases with contralateral or ipsilateral load in the early sam-
ple and late sample/early delay periods, as well as high-fre-
quency power increases with contralateral load in LIP during
the early sample and in LIP and lPFC during the late sample
and early delay. Crucially, in FEF and lPFC, strictly monotonic
and seemingly linear effects were present even in the late delay
period.

Relationship between LFP Position and Load Information

In addition to information about stimulus load, LFPs also carried
information about stimulus positions. Similar to above, we fit
generalized linear models to each electrode, band, and epoch in-
corporating either load alone or both load and stimulus positions
in either the contralateral or ipsilateral hemifields. Based on the
difference in these 2 models, we computed adjusted R2, a de-
biased measure of the additional information captured by the
model that included stimulus positions similar to ω2 in linear
ANOVA (see Supplementary Methods).
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Figure 8. Correlation of single-trial coherence surrogates with contralateral load. Boxes indicate significant modulations (bootstrap Z-test, P < 0.05, Holm corrected for

22 frequencies × 211 time points). The same analysis for ipsilateral load is shown in Supplementary Figure S2.

Early sample (0–400 ms after onset)

Early delay (0–200 ms after offset)

Late sample (400–800 ms after onset)

Late delay (200–600 ms after offset)

Figure 9. Correlation of single-trial coherence surrogates with contralateral load for frequency bands and epochs. Asterisks indicate significant differences (bootstrap

Z-test, P < 0.05, Holm corrected for 5 bands × 4 epochs × 6 region pairs). White hatching indicates significant differences in modulation by ipsilateral and contralateral

load (bootstrap Z-test, P < 0.05, Holm corrected). The same analysis for ipsilateral load is shown in Supplementary Figure S3.
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In all bands, epochs, and regions, significant information
about stimulus position was present in LFP power (all P < 0.0003,
nonparametric bootstrap test, Holm corrected; Fig. 6). Additional-
ly, a small amount of information about ipsilaterally presented
stimuli was present in low-frequency power in the late sample/
early delay period and late delay periods in all regions and at
high-frequency power in FEF and lPFC. However, the amount
of information about contralaterally presented stimuli was
substantially greater in all bands, frequencies, and epochs (all
P < 0.005, paired nonparametric bootstrap test, Holm corrected).

Themodulation of power by load reported above could reflect
either position-specific or position-invariant effects. If power in a
given electrode increased or decreasedwhen a stimulus was pre-
sented a specific location, then power might also increase or de-
crease with load, since any given stimulus is more likely to be
present at higher loads than at lower loads. Alternatively, the
load effects may reflect global changes in power, that is, even
electrodes that do not carry position informationmight nonethe-
less show modulation by load. To distinguish these possibilities,
for each frequency band and epoch, we separately computed the
average percent power change per contralateral stimulus for elec-
trodeswith andwithout significant effects of contralateral stimu-
lus position in that epoch and band (F-test, P < 0.05). Tominimize
confounds from nonposition selective electrodes with low statis-
tical power, we excluded electrodes where neither load nor
stimulus position explained any significant variation. Because
previous analyses showed similar trends across recorded regions,
we pooled electrodes across regions to increase statistical power.
Applying the analysis to only frontal (FEF and lPFC) electrodes
yielded an identical pattern of significance, as did a test for a sig-
nificantmain effect of position selectivity in a 2 × 3 ANOVA. There
were no significant interactions between the effect of position se-
lectivity and region (all P > 0.15, Holm corrected F-test). The re-
sults of this analysis are shown in Figure 7.

In the early sample and late sample/early delay period, lower-
frequency power decreased with contralateral load in both pos-
ition-selective and nonselective electrodes (all P < 10−9, t-test),
but the strength of the modulation did not differ (early sample:
P = 0.34 [0.26 uncorrected]; late sample: P = 0.34 [0.17 uncorrected];
unequal variance t-test with Holm correction). Differences were
present at higher frequencies. In the early sample period, power
in position-selective electrodes increased with contralateral load
(1.2%/item, P = 0.04, one-sample t-test with Holm correction),
whereas power in nonposition-selective electrodes decreased
with load (−0.8%/item, P = 0.01; difference: P = 0.002, unequal
variance t-test with Holm correction).

In the late sample/early delay period, higher-frequency power
in both position-selective and nonposition-selective electrodes
increasedwith load (position-selective: 2.7%/item, P < 10−10; non-
position-selective: 1.1%/item, P = 0.0004), but position-selective
electrodes showed a stronger average modulation (P = 0.003).
Thus, while the mean decrease in lower-frequency power with
load in the sample period is independent of position selectivity,
the mean increase in higher-frequency power with load appears
to be driven largely by position-selective electrodes.

In the late delay period, lower-frequency power in position-
selective electrodes increased with load (2.2%/item, P < 10−9).
Nonposition-selective electrodes showed no averagemodulation
(−0.16%/item, P = 0.5; difference: P < 10−6). Since these electrodes
were selected on the basis of the presence of power or load
effects, we conjecture that the individual channel effects average
to zero over the recorded population. Thus, like the increase in
higher-frequency power during the sample period, the mean
increase in lower-frequency power with load in the late delay

period appears to be due to position-selective electrodes. High-
er-frequency power increased with load for position-selective
electrodes (0.9%/item, P = 0.02) and decreased with load for non-
position-selective electrodes (−0.6%/item, P = 0.03; difference:
P < 10−3). This relationship between load and stimulus position
effects suggests that the effects of load mostly occur in neuron
populations that process bottom-up information about the
stimuli (see Discussion).

Effects of Stimulus Load on LFP Synchrony

The above-mentioned analyses focused on changes in oscillatory
power with stimulus load. We next examine whether stimulus
load affected the synchrony of LFP signals between electrodes
within and across brain areas. We computed total coherence va-
lues across all trials and constructed single-trial surrogate coher-
ence values for each trial as the difference between these total
coherence values and coherence values based on all trials except
the trial of interest. We then measured the correlation between
LFP synchrony and load as the correlation between these sin-
gle-trial coherence surrogates and contralateral or ipsilateral
load in that trial (see Materials and Methods).

Figure 8 shows the correlation between LFP synchrony and
contralateral stimulus load as a function of frequency and time
during the trial (see Materials and Methods). There was little, if
any, change in synchrony with ipsilateral load (Supplementary
Figs. S2 and S3). Figure 9 shows the effects of load on synchrony
for the standard frequency bands (theta, alpha, beta, and lowand
high gamma). Here, we summarize the significant effects using
the same higher-/lower-frequency classifications we used for
LFP power.

During sample presentation and shortly after, increases in
contralateral load increased higher-frequency LFP synchrony
within LIP (early sample: r = 0.017, P = 0.0002, bootstrap Z-test,
Holm corrected; late sample: r = 0.023, P < 10−12; early delay:
r = 0.012, P = 0.04; Figs. 8 and 9) and between LIP and lPFC (only
in the early sample, r = 0.009, P = 0.049). In the late sample
epoch, increased contralateral load significantly increased beta
synchrony between LIP and lPFC (r = 0.010, P = 0.02) and between
the FEF and lPFC (r = 0.011, P = 0.004) (while these cross-region
effects did not achieve significance in the time-localized analysis
in Fig. 8, theyare apparent in the epochedanalysis in Fig. 9). In the
late delay, beta synchronywithin the lPFC instead decreasedwith
contralateral load (r = −0.011, P = 0.004). Additionally, there were
significant decreases in alpha synchrony with contralateral
load between LIP and FEF in the late sample (r =−0.012, P = 0.02)
and within the lPFC in the early delay (r = −0.011, P = 0.02), and
an increase in alpha synchrony with contralateral load within
LIP in the late delay (r = 0.017, P = 0.002). As noted earlier, there
were few changes in synchrony with ipsilateral load. There was
only a decrease in alpha synchrony in the late sample period
(r =−0.012, P = 0.009, see Supplementary Figs. S2 and S3).

Synchrony effects were generally fewer and smaller than the
effects of load on LFP power. Nonetheless, we were able to detect
that the effects of contralateral load on LFP synchrony in the
sample period had a monotonically increasing relationship
with contralateral load. Supplementary Figure S4 shows the dif-
ference in pairwise phase consistency between trials with
contralateral loads 1, 2, and 3 and zero contralateral load trials
for each region pair, band, and epoch. We determined signifi-
cance using the same permutation test as in the test for mono-
tonicity of power changes above. Synchrony within LIP
increased monotonically with load in the higher frequencies in
the early and late sample periods. Synchrony between LIP and
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lPFC increased monotonically with contralateral load in the beta
band in the late sample period. We did not see significant mono-
tonic effects in other bands after the multiple comparison
correction.

Discussion
We tested the effects of different stimulus loads in 3 brain areas
known to be important for visual attention andworkingmemory,
the lateral prefrontal cortex (lPFC), the FEF, and the LIP. Previous-
ly, we reported the single-neuron correlates of stimulus load
(Buschman et al. 2011). Here, we report the effects of load on
oscillatory dynamics (power and synchrony) of LFPs.

During stimulus presentation, there were decreases in lower-
frequency (8–50 Hz) LFP power with increases in contralateral
and ipsilateral stimulus load. However, higher-frequency
(50–100 Hz) LFP power increased only with contralateral stimulus
load. Contralateral load also (briefly) increased lower-frequency
(16–50 Hz, encompassing beta and low gamma) power in themid-
dle of the memory delay. This is relevant because our monkeys
showed behavioral evidence of separate visual working memory
capacities in each hemifield. This predicts that the neural effects
of load tied most directly to behavior would be limited to the
contralateral field. Synchrony measures are naturally noisier
than measures of power but the effects of load on synchrony
generally matched effects on power. The exceptions were in the
beta bandwhere therewasan inverse relationshipbetween stimu-
lus load and synchrony. Beta synchrony (16–30 Hz) increased with
stimulus load during the sample presentation (when beta power
decreased) and decreased during the delay (when beta power
increased). Finally, we found that even after the monkeys’
behavioral capacity had been reached, increases in stimulus load
continued to affect oscillatory power.

Our results coincide with previous reports of changes in LFP
power in multiple-item working memory tasks. Lara and Wallis
(2014) also found that in the lPFC, high gamma power increased
and beta power decreased during stimulus presentation, where-
as beta power increased during a memory delay. While they did
not explicitly compare power in one-itemand two-item trials, the
effects appear to be stronger in the two-item trials, consistent
with our findings that power in these bands and epochs scales
with load. Palva et al. (2011) analyzed MEG and EEG power during
amultiple-itemworkingmemory task in humans. They reported
increases in delay period beta and low gamma power with load
that did not saturate at behavioral capacity. However, the same
authors report that power increases were associated with
strengthened interareal synchrony (Palva et al. 2010), which we
also observed during sample presentation, but not in the mem-
ory delay. Mitchell and Cusack (2011) showed bilateral decreases
in induced alpha power immediately following sample presenta-
tion in human MEG data, consistent with our findings during the
sample presentation.

Increases in high-frequency power accompanied by decreases
in lower-frequency power have also been reported from a variety
of visual attention and perception tasks. Monkey studies of V4
and FEF LFPs have shown that attention toward a stimulus in-
creases higher-frequency power and decreases lower-frequency
power (Fries et al. 2008; Gregoriou et al. 2009, 2014). Human EEG
andMEG studies report similar results across awide range of cor-
tical regions (Siegel et al. 2008; Hipp et al. 2011). Our findings add
important details.We found a dissociation between the effects of
load on lower- versus higher-frequency power and their relation-
ship to behavior. During sample presentation, lower-frequency
power was modulated by both contralateral and ipsilateral load,

whereas higher-frequency power was modulated more by
contralateral load. This reflects the strong contralateral bias in
visual cortical processing. It suggests that the effects of load on
higher frequencies are more strongly associated with bottom-
up processing of visual stimulus information per se. Indeed, we
found stronger higher-frequency power changes in electrodes
that showed selectivity for stimulus location (whereas lower-fre-
quency power changes were similar in all electrodes.).

This may be due to previously observed associations between
lower- and higher-frequency oscillations and top-down and
bottom-up cortical processing, respectively (Engel et al. 2001;
Buschman and Miller 2007; Engel and Fries 2010; Arnal and Gir-
aud 2012; Bastos et al. 2015). Lower-frequency (beta) oscillations
have been linked to maintaining the existing cognitive set (Engel
and Fries 2010; Buschman et al. 2012) and may help to stabilize
working memory representations against disruption during
memory delays (Pereira and Wang 2014). Our data support these
hypotheses. During sample presentation, higher-frequency power
increased with contralateral load, especially in electrodes with
bottom-up information about stimulus location. The difference
inmodulationbetweenposition-selective andnonposition-select-
ive electrodes suggests that higher-frequency oscillations reflect
bottom-up input from sensory areas. However, since nonposi-
tion-selective electrodes were also modulated by contralateral
loadduring the late sample/early delay period, albeitmoreweakly,
these oscillations could additionally reflect top-downmodulation
of cortical areas processing contralateral stimuli. Lower-frequency
power decreased with load during sample presentation and in all
electrodes. This suggests a more global state change such as a
broader focusing of attention across more locations. In contrast,
during the late delay, lower-frequency power instead increased
only with contralateral load and only in electrodes with informa-
tion about stimulus location. Thus, duringmemorymaintenance,
beta oscillations may stabilize the working memories in the cir-
cuits that carry information about the stimuli.

Note that while beta power decreased during stimulus array
presentation, beta synchrony increased. Beta synchrony has
been linked to shifts of attention between multiple stimuli
(Buschman and Miller 2009). Thus, the increase in beta syn-
chronywith stimulus loadmay reflect an increased number of at-
tentional shifts. One possible source for beta signals is the
pulvinar, which projects to both prefrontal and parietal cortex
(Asanuma et al. 1985), contains units with both ipsilateral and
contralateral receptive fields (Bender 1981), and has recently
been shown to modulate low-frequency oscillations and syn-
chrony in extrastriate visual cortex during attention (Saalmann
et al. 2012).

Our results put some constraints on models of how cognitive
capacity arises. According to “slot”models, capacity is limited by
an individual’s specific number of memory slots. Once they are
filled, capacity is reached (Luck and Vogel 1997, 2013; Vogel
et al. 2001; Ma et al. 2014). Any further increase in stimulus load
should have no effect on neural activity; once all the slots are
filled nomore information can be encoded. In contrast, in flexible
resourcemodels, information is a like a pool. Increasing stimulus
load usesmore andmore of this pool. Once the pool becomes too
thin, behavior can no longer be supported and effective capacity
is reached, but increasing load beyond behavioral capacity will
continue to draw from the pool and thus continue to affect neural
activity (Bays and Husain 2008; Luck and Vogel 2013; Ma et al.
2014). Our subjects had a behavioral capacity of between 1 and
2 in each hemifield. However, we observed increases in LFP
power with stimulus load between 2 and 3 stimuli, indicating
that the animals processed information about stimuli above
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behavioral capacity. While the absence of saturation at capacity
during stimulus presentation might relate to purely visual pro-
cesses, the absence of saturation during the late delay period is
more surprising and more difficult to explain with a slot model.
Nonetheless, it is possible that the power increase reflects main-
tenance of more spatial locations, but the capacity bottleneck
arises in maintaining color per se. Thus, our results are consist-
ent with either a resource model or a modified slot model in
which information is maintained about positions of unremem-
bered stimuli, but a fixed number of slots are available for object
identity information.

In sum, we found increases in high gamma oscillations with
increased stimulus loadmay reflect changes in feedforward (bot-
tom-up) sensory processing. Decreases in lower-frequency oscil-
lations may instead reflect top-down processes such as the
allocation of attention and working memory maintenance.

Supplementary Material
Supplementary Material can be found at http://www.cercor.
oxfordjournals.org/ online.
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