
Synthetic Morphogenesis

Brian P. Teague, Patrick Guye, and Ron Weiss

Synthetic Biology Center, Department of Biological Engineering, Massachusetts Institute of Technology,
Cambridge, Massachusetts 02139

Correspondence: rweiss@mit.edu

Throughout biology, function is intimately linked with form. Across scales ranging from
subcellular to multiorganismal, the identity and organization of a biological structure’s
subunits dictate its properties. The field of molecular morphogenesis has traditionally
been concerned with describing these links, decoding the molecular mechanisms that
give rise to the shape and structure of cells, tissues, organs, and organisms. Recent advances
in synthetic biology promise unprecedented control over these molecular mechanisms;
this opens the path to not just probing morphogenesis but directing it. This review explores
several frontiers in the nascent field of synthetic morphogenesis, including programmable
tissues and organs, synthetic biomaterials and programmable matter, and engineering
complex morphogenic systems de novo. We will discuss each frontier’s objectives, current
approaches, constraints and challenges, and future potential.

What is the underlying basis of biological
structure? Speculations were based on

macroscopic observation until the 17th century,
when Antonie van Leeuwenhoek and Robert
Hooke discovered that organisms were com-
posed of microscopic cells (Harris 1999), and
that the size and shape of the cells affected the
properties of the structures they formed. This
hierarchical principle of organization remains
a central tenet of the modern study of molec-
ular morphogenesis: higher-level system prop-
erties emerge from, and are dependent on,
lower-level properties of system components
(Davies 2013). Many of these phenomena can
be grouped into a small number of recurring
motifs or morphogenic “modules,” such as spa-
tial information conveyed by a morphogen
gradient or the role of programmed cell death
in sculpting tissues and organs (Cachat et al.

2014). As the mechanistic underpinnings of
these processes are elucidated, opportunities
arise to use this knowledge to direct mor-
phogenesis toward novel, useful ends. We call
this emerging field of endeavor “synthetic mor-
phogenesis.” Inspired by and based on natural
morphogenic systems, synthetic morphogenesis
seeks to engineer, program, grow, and maintain
biological systems with complex structures.

The field of synthetic biology is uniquely
positioned to enable these efforts. The key to
this synergy is the conception of synthetic biol-
ogy as an engineering discipline (Arpino et al.
2013), combining traditional engineering con-
cepts, such as reusable parts, modularity, and
abstraction, with novel rules specifically suited
to engineering biology (Slusarczyk et al. 2012).
These concepts have served to propel the field’s
rapid development. In the last decade, synthetic
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biology has progressed from simple systems in
model prokaryotes (Elowitz and Leibler 2000;
Gardner et al. 2000) to sophisticated synthetic
gene networks in almost every branch of life,
including plants (Schaumberg et al. 2015) and
mammalian systems both in vitro (Xie et al.
2011) and in vivo (Ye et al. 2011). As the disci-
pline’s tools become more powerful, they are
beginning to enable the construction of systems
that have dynamic behavior and nontrivial
emergent properties similar to those of natural
morphogenetic processes. Synthetic gene cir-
cuits can detect a cell’s type (Miki et al. 2015),
metabolic state (Callura et al. 2012), (bio-)
chemical signals (Weber et al. 2007), and light
(Müller et al. 2014; Schmidl et al. 2014); they
can use these inputs, combinatorially or se-
quentially, to alter the cell’s shape (Yeh et al.
2007), motility (Park et al. 2014), differentia-
tion program (Wamaitha et al. 2015; Guye et
al. 2016), or even kill the cell outright (Xie
et al. 2011). Synthetic intercellular signaling
allows cell populations to make decisions and
coordinate behaviors both locally (Sprinzak
et al. 2010; Matsuda et al. 2012) and glob-
ally (Tabor et al. 2009; Prindle et al. 2011;
Chen et al. 2015b). These diverse sensors,
actuators, and communication channels could
implement complex morphogenic systems
through a combination of top-down approach-
es in which cells are patterned by external sig-
nals, and bottom-up programs in which collec-
tive properties emerge through cells’ local
decision-making.

Although synthetic biology supplies tools
to implement synthetic morphogenic systems,
the design language is inspired by natural mo-
lecular morphogenesis. Metazoan development
is a marvel of precise, flexible, autocorrecting
self-assembly; as synthetic biology strives to im-
prove synthetic gene circuits’ robustness (Bro-
phy and Voigt 2014) and complexity (Moon
et al. 2012), natural complex systems inspire
and inform best practices. Additionally, the for-
ward design of synthetic morphogenetic sys-
tems requires reasoning across levels of scale
and complexity. For example, tuning a synthetic
tissue’s mechanical properties might involve
specifying the molecular components (signal-

ing molecules, receptors, and cell–cell adhesion
molecules) in individual cells, as well as the or-
ganization and interactions of the cells that
compose such a tissue. The field of molecular
morphogenesis has developed methods specif-
ically for scaling this hierarchical organization,
and many of the theoretical and computational
tools used to describe natural systems will find
ready use in designing synthetic ones.

Because the field of synthetic morphogene-
sis is in its infancy, we have structured this arti-
cle as equal parts review and prospectus, explor-
ing three frontiers that we believe will be
particularly fruitful. The first section examines
programmable tissues and organs for regenera-
tive medicine, based on precise spatiotemporal
control over cell-fate decisions enabled by syn-
thetic gene networks. The second section ex-
plores the nascent field of “smart” programma-
ble biomaterials and the impact they will have
on the fabrication of the objects in our man-
made world. The final section looks further
afield, envisioning de novo minimal synthetic
morphogenic systems built by rewiring natural
morphogenic modules in ways outside the reach
of evolution. Arranged in order from concrete
to speculative, these three frontiers in synthetic
morphogenesis promise an unprecedented op-
portunity to rationally engineer ourselves and
the world around us.

FRONTIER ONE: PROGRAMMABLE TISSUES
AND ORGANS

The field of regenerative medicine is based on
the pursuit of therapies to repair or replace tis-
sues and organs damaged by disease. Advances
in the directed differentiation of stem cells, their
development ex vivo into tissue buds or organ-
oids, and advanced materials for tissue engi-
neering all hold promise for future therapies,
but each lacks the precise spatiotemporal control
over cell fate required to engineer mature, func-
tional tissues and organs for transplant. This
section explores how synthetic gene networks
synergize with these three emerging technolo-
gies, potentially resulting in more structured
and mature tissues that bridge the gap between
therapeutic promise and medical practice.
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A key enabler of proposed regenerative ther-
apies is pluripotent stem cells. Initially derived
from human embryos (Thomson et al. 1998),
stem cells retain the potential to differentiate
into any cell type in the human body. This
makes them a promising platform for regener-
ative medicine, especially because methods for
returning terminally differentiated cells to a
pluripotent state (Okita et al. 2007) have obvi-
ated both the immunogenic and ethical con-
cerns surrounding human embryonic stem
cells. Pure cultures of mature differentiated cells
offer a promising therapeutic approach for dis-
eases that affect a single cell type, such as Par-
kinson’s disease (dopaminergic neurons) and
heart disease (cardiomyocytes). In such cases,
a cellular therapy could be derived from a pa-
tient’s own stem cells, expanded and differenti-
ated ex vivo, and then transplanted back into
the patient. Although such approaches have
met with some success (Kriks et al. 2011; Shiba
et al. 2012), challenges surrounding the purity
of differentiated cultures (Breitbach et al. 2007)
and engraftment of mature cells into existing
tissues make the approach difficult to general-
ize. Diseases causing widespread damages to
tissues, such as liver cirrhosis or gross injuries
to the skin, are likely best repaired with func-
tional, structured, mature tissue that simple cul-
ture systems cannot recreate.

One development along the path toward ma-
ture, stem cell–derived tissues are recent meth-
ods for growing organoids. Cultured with-
out pluripotency-maintaining factors, stem
cells spontaneously form embryoid bodies (Its-
kovitz-Eldor et al. 2000), which are heteroge-
neous, disorganized structures that recapitulate
some aspects of early embryogenesis. Subse-
quent culture with appropriate differentiation
factors results in organoids, organized proto-
tissues that recapitulate many aspects of their
in vivo counterparts (Lancaster and Knoblich
2014). Organoid systems have been developed
for many tissues, including cerebrum (Lancas-
ter et al. 2013), liver (Huch et al. 2013), pancreas
(Boj et al. 2014), and lung (Dye et al. 2015), and
their experimental tractability makes them
exciting disease- and drug-screening models
(Ranga et al. 2014). For example, hepatic organ-

oids from Alagille syndrome patients recapitu-
late the in vivo pathology of the disease (Huch
et al. 2014), and pancreas organoids have been
used to discover new drivers of ductal pancre-
atic cancer (Boj et al. 2014). Unfortunately, the
use of organoids more broadly in regenerative
medicine is hampered by their immaturity and
heterogeneity. Organoid systems reported thus
far only recapitulate early stages of tissue devel-
opment, they only contain a subset of the cell
types present in mature tissue, and many of
their fine structures remain disorganized. For
example, brain organoids display functional re-
gions similar to those found in naturally devel-
oping embryos, but they are not reliably organ-
ized relative to one another (Lancaster et al.
2013). This is because organoid structures are
developing outside of their natural context: In
the developing embryo, cell fate depends on in-
formation from neighboring cells, longer-range
diffusible signals, and extracellular matrix inter-
actions. Without these signals, organoids de-
velop solely based on local cell–cell interac-
tions, which result in local organization but
not large-scale mature tissue.

Tissue engineering approaches offer a
promising route toward building larger-scale
structures based on recent advances in materials
science. Cells are seeded into/onto a function-
alized biocompatible scaffold, which promotes
their (re)organization into a functional tissue
(Dvir et al. 2011). Importantly, the synthetic
extracellular matrix is not just a mechanical
substrate, but can provide physical and chemi-
cal cues to the cells that drive fate decisions and
large-scale organization (Lutolf and Hubbell
2005). For example, seeding cardiomyocytes
on an anisotropic matrix results in their length-
wise alignment and organization into contrac-
tile muscle fibers (Engelmayr et al. 2008),
whereas tethering interferon-g to chitosan hy-
drogels affects neural progenitor cells’ lineage
commitment (Leipzig et al. 2011). Such ap-
proaches leverage cells’ innate ability to self-or-
ganize and differentiate, but they rely on static
environments; in contrast, natural development
occurs in a rich milieu of signals that change
dynamically in time and space. These signals
drive cell-fate decisions in natural development,
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and their dynamicity is difficult to replicate in
engineered environments.

As the field of regenerative medicine ma-
tures, synthetic biology is poised to synergize
with all three approaches in the development
of complex tissues. Synthetic gene networks
promise orthogonal control of differentiation
and cell-fate decisions by offering programma-
ble control of endogenous gene networks using
signals that can be engineered. For example, re-
cent work in our laboratory (Guye et al. 2016)
described a simple gene circuit that drives ec-
topic expression of the master cell-fate regulator
Gata6. Because the circuit was transduced with
a lentivirus, cells showed a wide range of protein
expression levels; a brief pulse of Gata6 led
to symmetry breaking and segregation of the
isogenic cell line into ectodermal, endodermal,
and mesodermal subpopulations. These sub-
populations developed further into a structured
tissue, resulting in regions of fetal liver-like tis-
sue surrounding populations of neuronal cells.
The liver tissue evinces not only hepatocyte-like
cells but also stromal cells, tubular structures,
and hematopoetic processes, remarkable com-
plexity and organization given the simplicity of
the genetic construct used to create it.

Importantly, synthetic gene circuits can
couple these cell-fate actuators to intracellular
sensors of cell state. One example application
might be to implement an automatic multistep
stem cell differentiation protocol without la-
borious sequential application of chemical in-
ducers (Schiesser et al. 2014). For example, a
gene circuit could recapitulate the ontogeny of
pancreatic b cells by sequentially expressing
Gata6, Pdx1, Ngn3, and Pax4 to drive differ-
entiation of stem cells through definitive en-
doderm (Wamaitha et al. 2015), pancreatic
endoderm (Kubo et al. 2011), and b cells, re-
spectively (Fig. 1, left) (Collombat et al. 2009).
Each step of the process could be controlled
by the activity of an endogenous transcription
factor. For example, Pdx1 and Ngn3 expres-
sion could be driven by a transcription factor
specific to definitive endoderm such as Fox2A
(D’Amour et al. 2005). Such a synthetic multi-
step “sense-and-differentiate” gene circuit could
guide cells down a desired differentiation path
more efficiently, and with greater precision, than
current methods.

A synthetic gene circuit for producing pure
populations of terminally differentiated cells is
useful in some contexts, as discussed above, but
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Figure 1. Synthetic gene networks drive cell-fate decisions using cell state sensors and extracellular signals.
Pluripotent stem cells are directed to differentiate into b cells by sequential application of growth factors
(Schiesser et al. 2014); the same differentiation program might be performed by a gene network that uses
sequential expression of master cell-fate regulators such as Gata6 and Pdx1. Progression through the program
could be controlled by endogenous sensors of cell state. This multistep sense-and-differentiate program could be
part of a larger gene network, such as one that maintains tissue homeostasis (Miller et al. 2012). A gene network
could sense the number of programmed stem cells, and terminally differentiated cells using diffusible signals
then proliferate or differentiate to maintain a continuous supply of both.
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it becomes particularly powerful when integrat-
ed into a larger synthetic gene network. For ex-
ample, one could imagine a sense-and-differ-
entiate gene circuit as part of a larger network
devoted to maintaining tissue homeostasis in
the face of autoimmune assault, as is frequently
the case with type 1 diabetes (Zhang and Eisen-
barth 2011). The loss of b cells in such patients
is frequently a months-to-years-long process
(Eisenbarth 2010), and transplanting b cells is
ineffective because of the continuing autoim-
mune attack. A synthetic gene network might
maintain b-cell levels by controlling the prolif-
eration of engineered stem cells and their dif-
ferentiation into b cells (Fig. 1, right). Such a
network would sense the population levels of
both stem cells and b cells based on the concen-
trations of diffusible intercellular signaling mol-
ecules, inducing proliferation of stem cells and
differentiation into b cells when either popula-
tion needed to be replenished (Miller et al.
2012).

The artificial tissue homeostasis example in
Figure 1 relies on engineered intercellular sig-
naling to coordinate cellular responses across a
population. Engineered communication chan-
nels orthogonal to endogenous signaling will be

particularly important in building gene net-
works for synthetic tissues because they allow
engineered networks to recapitulate the larger-
scale organization of natural development that
many current synthetic tissues lack. For exam-
ple, engineered diffusible signals can drive spa-
tial patterning of gene expression in prokaryotes
and eukaryotes (Basu et al. 2005; Chen and
Weiss 2005; Bacchus et al. 2012), whereas syn-
thetic juxtacrine signaling based on the Notch
receptor can generate propagating, mutually ex-
clusive states in neighboring cells (Fig. 2) (Sprin-
zak et al. 2010; Matsuda et al. 2012). The spatial
patterns shown in these studies have many sim-
ilarities to those created by organizing centers
in metazoan development, such as the ones that
specify the imaginal discs that later form the
limbs in Drosophila (Brook et al. 1996). Similar
patterns could be used to drive large-scale pat-
terns in cell-fate decisions in developing syn-
thetic tissues.

The opportunities to build tissues with syn-
thetic biology present some exceptional chal-
lenges as well. Synthetic gene networks promise
the ability to precisely direct cell fate by inter-
acting with endogenous cell-fate pathways, but
these pathways are frequently complex and sen-
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Figure 2. Engineered intercellular communication can coordinate spatial changes in gene expression. Commu-
nication channels are frequently based on diffusible signals such as acyl-homoserine lactone (AHL) (left) (Basu
et al. 2005). The receiver gene network responds to intermediate concentrations of AHL, mimicking the “French
flag” model of morphogen patterning (Wolpert 1969). Arranging senders in various starting configurations
produces patterns similar to those found in natural development. Communication can also be based on
juxtacrine signaling (right), in which a cell presenting a ligand on its surface activates signal transduction in
adjacent cells (Sprinzak et al. 2010). A feedback loop between signal activation and ligand production leads to
signal propagation (Matsuda et al. 2012). GFP, Green fluorescent protein.
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sitive to context. What is worse, the effect of
genetic, epigenetic, and environmental context
on these endogenous networks is not fully
known. Several design strategies will likely prove
useful. For example, using orthogonal inter-
and intracellular signaling components in syn-
thetic gene networks will help insulate them
from the rest of the cellular context (Brophy
and Voigt 2014). Additionally, intracellular sen-
sors can allow synthetic gene networks to ac-
count for cell state (Xie et al. 2011), whereas
extracellular controls via small molecules (We-
ber et al. 2004), light (Müller et al. 2014), and
even electric fields (Levin 2014) can be used to
tune gene circuit behavior. These genetic con-
trols nicely complement the macroscale layout
imposed by scaffolds of biocompatible materi-
als (Ma 2008) and micropatterned substrates
that present extracellular cues at the length scale
of single cells (Kinney and McDevitt 2013). Tak-
en together, these strategies will allow synthetic
gene networks to operate robustly in the face of
uncertain or unknown cellular context.

The ready availability of patient-derived in-
duced pluripotent stem cells has provided us
access to the building blocks of our own devel-
opment. These cells already contain the gene
networks necessary to develop into tissues and
organs, and the study of molecular develop-
ment and morphogenesis continues to eluci-
date their composition and dynamic function.
Current developments in synthetic biology
promise the ability to precisely control the spa-
tiotemporal activity of these gene networks,
harnessing the function of these natural net-
works toward diagnostic and therapeutic ends.
The in vitro, ex vivo, and (eventually) in vivo
construction of complex human tissues prom-
ises to revolutionize both research into, and
treatment of, many common human diseases.

FRONTIER TWO: SYNTHETIC
BIOMATERIALS AND PROGRAMMABLE
MATTER

Synthetic control of biological morphogenesis
has broad applicability outside of biomedicine
as well. Biological materials have traits that have
proven impossible to duplicate with synthetic

materials: the specific strength of wood, the
toughness of dragline spider silk, or the selective
permeability of endothelium. Efforts in materi-
al science to recapitulate these properties syn-
thetically are often “biologically inspired,” but
they lack the sophistication and precision of the
biological systems that produce natural bioma-
terials. Because these biological systems are ge-
netically encoded, synthetic biology offers the
possibility to interface with and supplement
these natural gene networks with synthetic
ones to modulate these materials’ properties.
This section explores the promises and chal-
lenges on the path to “programmable” biologi-
cal materials.

Biological materials are composed of some
combination of cells, biopolymers (e.g., cellu-
lose, collagen, and keratin), and minerals (hy-
droxyapatite, calcium carbonate, and silica).
Living systems assemble these components us-
ing a process of guided, feedback-controlled
self-assembly (Davies 2013) at scales ranging
from molecular to cellular to macroscale tissue
arrangement. These multiple scales of feedback
mean that biomaterial structure is universally
hierarchical (Fratzl and Weinkamer 2007). For
example, wood is anisotropic at multiple scales,
from the arrangement of cellulose microfibrils
in the cell wall, to the cells’ parallel orientation
along the shoot, to radial changes in cell mor-
phology that give rise to a tree’s annual rings.
This anisotropy is controlled by genetic and
molecular mechanisms. For example, cellulose
microfibrils are deposited in a continuous,
transverse spiral around the cells’ long axis
(McFarlane et al. 2014). Their (extracellular)
orientation is controlled by the orientation of
the (intracellular) microtubule network, which
responds, in turn, to growth hormones and
changes in turgor pressure. The transverse ori-
entation gives rise to preferential expansion
along the longitudinal axis of the stem. Plant
hormones also act systemically to promote sea-
sonal changes in the morphology of proliferat-
ing cells, leading to nested rings of early- and
latewood (Ursache et al. 2013). This hierarchical
structure, with its anisotropy at multiple scales,
gives wood remarkable specific strength and
fracture toughness (Committee on Synthetic
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Hierarchical Structures 1994); similar hierar-
chical architectures underlie many other com-
mon biomaterials.

Early efforts to “program” biomaterials were
based on genetically tractable biopolymers, par-
ticularly recombinant expression of proteins
that could self-assemble into polymers. For
example, elastin is an extracellular matrix pro-
tein that provides elasticity to connective tissue
(Muiznieks et al. 2010). It readily self-assembles,
and synthetic hydrogels made from recombi-
nant elastin proteins undergo a temperature-
sensitive phase change that makes them useful
for drug delivery (Wright et al. 2002). Spider
silk, on the other hand, is an extraordinarily
tough material (Lazaris 2002); spider silk pro-
teins expressed in Escherichia coli and extruded
through an artificial spinneret have mechanical
properties similar to the natural fiber (Xia et al.
2010). Their recombinant production allows
for these protein-based materials to be readily
manipulated, tuned, and functionalized beyond
the capabilities of natural systems (Schacht and
Scheibel 2014), for example, imbuing synthetic
spider silk with antimicrobial properties by fus-
ing recombinant silk proteins with antimicro-
bial peptides (Gomes et al. 2011). However, the
materials form exclusively via entropic molecu-
lar self-assembly, which allows for none of the

advantages of hierarchical, adaptive assembly
seen in natural systems.

An alternative approach to smart biomate-
rials is to genetically modify the organism that
produces a biomaterial to tune or functionalize
it in situ. Diatoms, for example, have a glassy cell
wall (“frustule”) made of amorphous silica as-
sociated with a matrix of proteins (Gordon et al.
2009); fusing enzymes to these proteins immo-
bilizes them on the diatom’s cell wall, function-
alizing this promising biomaterial (Sheppard
et al. 2012). Bacterial biofilms have also been
functionalized in this way. Recent work has
shown functionalization of CsgA, the protein
that forms E. coli biofilms, with peptide tags
conferring activities such as substrate-specific
adhesion and electrical conductivity (Fig. 3)
(Chen et al. 2014; Nguyen et al. 2014).

Neither approach modifies the actual mor-
phology of a natural biomaterial, however. Why
is it so hard to change the shape of a biological
structure in a tuned, specific way? For example,
diatom cell walls have an array of astonishingly
uniform pores, with promising nanotechnology
applications ranging from molecular sieves to
photonics (Gordon et al. 2009). Many of the
molecular details about diatom cell wall biogen-
esis are known, including the protein scaffolds
involved in silicate condensation and large-scale
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Time
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Figure 3. Chen et al. (2014) created a tunable biomaterial using curli fibers, a constituent of Escherichia coli
biofilms. Curli fibers are made up of CsgA subunits, which self-assemble into higher-order structures. The
investigators modified CsgA with a His tag that confers metal-binding capability; when they alternated expres-
sion of modified CsgA with unmodified CsgA (based on two different small-molecule inducers), the resulting
curli fibers had regions that bound gold nanoparticles alternating with regions that did not, as shown with
scanning electron microscopy. Scale bar, 100 nm. AHL, Acyl-homoserine lactone. (Image courtesy of Allen
Chen and Tim Lu, both at the Massachusetts Institute of Technology.)
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patterning (Kröger and Poulsen 2008; Scheffel
et al. 2011), and yet we are still unable to alter
pore size and arrangement in any directed fash-
ion. In fact, none of the reported genetic mod-
ifications to the cell wall machinery resulted in
any morphological changes at all!

The key insight is that the assembly of
biomaterials, like most morphogenesis, is not
entropic but, instead, guided by interlocking
molecular feedback loops at multiple length
scales (Davies 2013). A diatom’s frustule, for ex-
ample, is assembled via a multistep, multiscale
process that involves silaic acid import, protein-
catalyzed condensation into nanometer-scale
particles of amorphous silica, nucleation of the
new cell wall inside the silica deposition vesicle,
and patterned silica deposition guided by both
templating proteins and the diatom’s cytoskele-
ton (Gordon et al. 2009; Hildebrand and Lerch
2015). In fact, for many biomaterials, we under-
stand the nature of these feedback loops at the
molecular level (Canty and Kadler 2002; McFar-
lane et al. 2014); but the relationships between
physical and biochemical processes, molecular
mechanisms, genetic control, and environmen-
tal factors are so complex as to defy intuition.
In particular, specifying a desired “effect” (e.g.,
smaller pores in a diatom frustule) and then
looking for a single molecular change that will
“cause” it is challenging because of the difficulty
in causal reasoning about feedback-based be-
havior (Åström and Murray 2008).

One way to program specific morphologies
might be to modulate these natural feedback
loops with external control instead of allowing
structures to emerge from the detailed configu-
ration of biophysical, molecular biological, and
genetic processes. Natural biological systems are
capable of sensing environmental conditions
and responding to them on multiple scales,
from single cells that move along chemotactic
gradients to trees that grow around boulders.
One way to take advantage of these natural mor-
phogenic systems is by directing them using ex-
ternal factors, such as a silken canopy “grown”
by silkworms crawling along a scaffolding (Ox-
man et al. 2014) or a functional large intestine
created by seeding a collagen scaffold with in-
testinal progenitor cells (Shaffiey et al. 2016).

External control has been used to control syn-
thetic morphogenic systems as well. A priori
arrangement of “sender” and “receiver” cells
can create patterns caused by spatial variation
in the concentration of a small molecule inter-
cellular signal (Basu et al. 2005; Chen and Weiss
2005), as can spatial activation of synthetic gene
networks using light (Gautier et al. 2014). More
recent reports have used gene circuits to per-
form complex spatial computations such as
Boolean logic (Tamsir et al. 2011) and edge de-
tection (Tabor et al. 2009). Interfacing these en-
gineered control mechanisms with endogenous
gene networks will allow for top-down control
of the molecular mechanisms that drive bioma-
terial morphogenesis.

Ultimately, the ability to synthetically mod-
ulate a biomaterial’s structure at the microscale
will depend on a detailed systems-level under-
standing of the natural system’s biogenesis. Be-
cause synthetic gene networks act at cellular
and subcellular levels, careful modeling and
experiments will be needed to elucidate the con-
nection between molecular behavior and mate-
rial properties. Eventually, these approaches
will enable the hybrid design of programmable
materials in which microscale control of a ma-
terial’s properties is provided by a synthetic
gene network whose spatiotemporal activity
is controlled by external signals. The program-
mable matter enabled by these synthetic gene
networks promises to marry the remarkable
functionality of natural biomaterials with the
engineerability required by advanced manufac-
turing and fabrication.

FRONTIER THREE: SYNTHETIC
MORPHOGENESIS AND SYNTHETIC LIFE

Synthetic tissues and tunable biomaterials are
special cases of a more general goal: the ability
to predictably engineer novel biological shape-
and pattern-forming systems. This echoes the
goal of synthetic biology more broadly, to pre-
dictably engineer cells’ behaviors by program-
ming them with synthetic gene networks. Such
predictable engineering is difficult in the com-
plex, uncertain environs of naturally evolved
cells, spurring recent efforts to engineer a “min-
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imal” life form (Forster and Church 2006) by
either minimizing an existing organism’s ge-
nome (Glass et al. 2006; Pósfai et al. 2006; Gib-
son et al. 2010; Hutchison et al. 2016) or by
chemically synthesizing autonomously repli-
cating cells de novo (Blain and Szostak 2014).
Both approaches aim to better understand the
requirements for life in a “simple” minimal sys-
tem (de Lorenzo and Danchin 2008), and to
develop a predictable chassis on which to base
further engineering efforts (Keasling 2008;
Vickers et al. 2010).

Might a similar approach be applied to en-
gineering multicellular structures? What might
such an approach look like? In the same way that
minimized cells can help biologists understand
the basic functions required for self-sufficient
life, minimal morphogenic systems could help
us understand the rules underpinning multi-
cellular morphogenesis. In the same way, min-
imized cells could provide a well-controlled
environment for rational engineering; synthetic
morphogenic systems could allow us to explore
configurations and biological functions not
witnessed in evolution (Dichtel-Danjoy and Fé-
lix 2004), from prosaic tunable materials for
industrial and manufacturing applications to
fantastical, functional forms such as trees that
grow into tree houses (Ginsberg 2013). These
morphogenic systems could be based on engi-
neered or synthetic minimized cells, or they
might be built on top of more complex cells
with more “built-in” functionality.

Novel biological shapes and patterns have
been difficult to engineer due in large part to
the complexity of natural morphogenic systems
and the way they are organized. As the previous
sections discussed, biological structures are hi-
erarchical, emerging from interactions at the
molecular, macromolecular, cellular, multicel-
lular, tissue, and organ levels. This hierarchical
arrangement is the result of evolutionary pro-
cesses in which biological complexity evolved
stepwise, fixing core cellular processes first and
then using them to build higher-order struc-
tures (Kirschner and Gerhart 1998). For exam-
ple, the epithelium is one of the key evolution-
ary innovations of multicellular organisms
(Leys and Riesgo 2012) because it allows organ-

isms to spatially and biochemically isolate an
“inside” cavity from the organism’s surround-
ings. Epithelial cells depend on cadherins and
catenins for cell adhesion and on the cytoskele-
ton to develop cell polarity and directional
transport (Fath et al. 1993). Both cadherins
(Abedin and King 2008) and catenins (Dickin-
son et al. 2011) are present in premetazoan or-
ganisms, and bacteria have cytoskeleton homo-
logs of both actin and tubulin (Busiek and
Margolin 2015), but only their coordinate reg-
ulation allows for the formation of higher-order
structures. In turn, epithelia serve as the build-
ing blocks for larger structures, such as tissues
and organs (Jamora et al. 2003), as spatial cues
induce their folding, branching, and interac-
tions with other cell types. This kind of hierar-
chical structure enables rapid evolution and ex-
ploration of phenotypic space (Kirschner and
Gerhart 1998) by allowing for easy reuse of un-
derlying morphogenic modules. However, it
makes engineering lower levels of the hierarchy
difficult because changing the behavior of one
gene or gene network alters the behavior or
structure of every context in which that gene
or network is used.

The structure and evolutionary history of
morphogenic processes have important impli-
cations for building novel morphogenic sys-
tems. Instead of attempting to modify or co-
opt underlying cellular processes, perhaps it
will be easier to follow evolution’s lead and layer
synthetic, engineered control mechanisms on
top of preexisting morphogenic machinery.
One might imagine beginning with a very sim-
ple chassis, such as a minimized E. coli or My-
coplasma species, then elaborating multicellular
morphogenic modules on top of the existing
molecular mechanisms, coordinating multi-
cellular behavior with signals and networks or-
thogonal to native machinery. For example, the
molecular basis of E. coli biofilm formation is
relatively well understood (Beloin et al. 2008);
placing these mechanisms under the control of
both local, short-range intercellular signaling
(for bottom-up pattern formation) and glob-
al chemical or light-based control could serve
to “domesticate” them (Fig. 4, left) (Chen et
al. 2015a), giving biological engineers control
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over both when and where biofilms form and
their fine-scale properties.

Layering synthetic control mechanisms on
top of preexisting morphogenic modules in a
“simple” chassis such as E. coli partially address-
es issues of pleiotropy that plague current ef-
forts, because engineers can change the behavior
of the morphogenic modules (such as function-
alizing the CsgA protein; Nguyen et al. 2014),
confident that they understand those changes’
effects in the context of a broader system. How-
ever, it may be that the palette of morphogenic
behaviors available in a bacterial system is not
broad enough. We might be better served by a
more complex chassis in which a richer array of
multicellular morphogenic modules are present
but not yet dynamically regulated. For exam-
ple, mammalian Madin–Darby canine kidney
(MDCK) cells (Gaush et al. 1966) are a common
in vitro model for epithelia; in three-dimension-
al culture, they spontaneously form hollow cysts
that mimic in vivo epithelial morphology, and
can be then induced to form branching tubes by
the addition of hepatocyte growth factor (HGF)
(Zegers 2014). Three-dimensional MDCK cul-
tures could be a model system for studying ex-
ternal control of tube formation and extension

(Fig. 4, right). Directing tubulogenesis in a sys-
tem that is already “primed” to do so may be
a more attractive engineering prospect than at-
tempting to recapitulate it via the underlying
morphogenic building blocks, such as cell–
cell adhesion, cell division and apoptosis, and
the establishment of apicobasal polarity. This
is both because reusing mechanisms that are
already present reduces the amount of engineer-
ing required to form higher-level structures,
and because modulating these processes from
the top of the complexity hierarchy is more in
line with how these structures evolved naturally.
This promises fewer pleiotropic effects, more
modularity, greater robustness, and a broader
space of phenotypes to explore.

The strategy of overlaying synthetic control
on top of high-level morphogenic mechanisms
is also poised to take advantage of our increasing
control over the differentiation of pluripotent
stem cells (Kinney and McDevitt 2013). From
this perspective, different cell types have avail-
able to them different palettes of morphogenic
modules that could be composed synthetically.
The kinds of structures we could expect to syn-
thesize from epithelial cells (sheets, domes,
tubes) are very different than those we could
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Figure 4. Proposed synthetic morphogenic systems. Patterned biofilm formation (left) may be achieved by
connecting a synthetic optogenetic sensor, such as CcaS/CcaR (Schmidl et al. 2014), to a master regulator of
biofilm production, such as csgD (Brombacher et al. 2003). A model mammalian morphogenic system (right)
may offer a richer palette of morphogenic behaviors. For example, hepatocyte growth factor (HGF) induces
tubulogenesis in Madin–Darby canine kidney (MDCK) cells grown in three-dimensional culture (Zegers 2014).
The HGF receptor, MET, activates a number of downstream signaling pathways; controlling one via synthetic
receptor, such as STAT3 fused to an estrogen receptor (ER) (STAT3-ER) (Matsuda et al. 1999), may allow tunable
control of some of the morphogenic modules that lead to tubulogenesis.
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imagine deriving from fibroblasts (connective
and structural tissue components) or myocytes
(contractile structures). Not only do the basic
morphogenic modules differ between these var-
ious cell types, but their coordinate regulation
does as well. Unfortunately, for many structures
of interest, we do not understand the molecular
basis of morphogenesis well enough to co-opt
it; but by continuing to build in vitro models
of various natural morphogenic systems (Foty
and Steinberg 2005; Zegers 2014), we expect to
learn about not only the molecular networks
that control them but also means by which we
can control them synthetically.

The phrase “de novo synthetic morphogen-
esis” conjures synthetic cells created in the lab-
oratory, living systems entirely orthogonal to
natural ones, designed rationally, and freed
from evolution’s series of “bad hacks.” Although
promising advances are being made in the
field of artificial life, it seems wasteful and pre-
sumptuous to throw away four billion years of
evolution and the dynamic, robust, flexible set
of core molecular mechanisms, gene networks,
and morphogenic modules that have resulted.
By choosing carefully the level of the complexity
hierarchy with which our synthetic gene circuits
interact, we can minimize the issues of pleio-
tropy and context sensitivity that hamper cur-
rent efforts.

CONCLUSION

Complex synthetic multicellular structures
could lead to advances in medicine, manufac-
turing, and many other human endeavors. To
deliver on these promises, however, the field
needs a set of design rules akin to the ones the
broader field of synthetic biology is developing
(Brophy and Voigt 2014). We close with a
look at some of the challenges that are common
not only to the three frontiers discussed in
this review but indeed the entire field of synthet-
ic morphogenesis. We also consider lessons
learned from the study of natural morphogenic
systems, as well as subjects further afield.

First, why are natural morphogenic systems
difficult to alter rationally? One reason lies in
their structure. Such systems are modular and

hierarchical, just like many complex engineered
systems (Csete and Doyle 2002). This structure
is the result of biological systems’ evolutionary
history, which evolved complexity by fixing
core molecular processes and then overlaying
dynamic regulation on top of them (Kirschner
and Gerhart 1998). This resulted in the evolu-
tion of multicellularity, followed by intercellular
signaling, the fixation of phylotypic body plans,
and then elaborations on those body plans:
appendages, the neural crest, and reproductive
specializations (Kuratani 2009). Each level of
complexity was selected for robustness and
stability, which supported phenotypic explora-
tion of additional complexity. This modular
hierarchy is a key evolutionary driver of mor-
phogenesis because rewiring modules’ connec-
tivity (via the signals that regulate them) re-
quires fewer genetic changes and is less likely
maladaptive than altering the molecular species
that compose them (Pigliucci 2008).

Unfortunately, this evolutionary history
also makes rational changes to natural morpho-
genesis difficult because these morphogenic
modules are not isolable from each other. Mor-
phogenic motifs are reused in many different
contexts, as are the signals that activate them;
this reuse leads to pleiotropy and muddies the
boundaries between morphogenic modules. In-
stead, these modules assume much of their
identity from the system in which they are em-
bedded (Csete and Doyle 2002). The formation
of a structure is not controlled by a single gene
but the time-varying interactions of many mo-
lecular species. A prospective biological engi-
neer is forced to contend with complexity and
feedback control between modules and across
levels of hierarchy; the global behavior of the
system emerges from the interactions of its con-
stituent parts.

Why are morphogenic systems so complex?
One might intuit that such complexity would
result in systems that are fragile, but of course
natural morphogenesis is marvelously robust.
The study of biology through the lens of com-
plex systems seems to indicate several reasons
for this reliability. First, morphogenic and de-
velopmental systems make wide use of feedback
(Davies 2013). Negative feedback makes systems
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robust to perturbations, and positive feedback
can amplify stimuli to move systems from one
state to another. Second, natural biological sys-
tems are composed of overlapping and redun-
dant parts, and there are frequently several
mechanisms that give rise to the same pheno-
typic output (Kitano 2004). These increases in
complexity actually serve to make morphogenic
systems more robust, not less.

In fact, it may be that the tradeoff between
robustness, performance, and complexity is an
underlying law not only of biological systems
but of complex systems more generally (Csete
and Doyle 2002). This may be the reason, for
example, that development is slow; complex
programs, executed slowly, lead to a more ro-
bust outcome than simple processes proceeding
quickly. Conversely, simulations of minimal
metabolic networks suggest that they are more
fragile than naturally evolved ones (Gabaldón
et al. 2007). As engineered systems begin to
achieve complexity comparable to biological
ones, explorations of the tradeoff between com-
plexity and robustness in natural and engi-
neered biological systems may have lessons to
teach engineers of complex mechanical and
electronic systems too.

Another constellation of open questions
concerns modularity and context sensitivity.
This review has used the term “module” with-
out giving it a precise definition; comparisons
of biological organisms at both the gene (Stuart
et al. 2003) and protein network (Wuchty et
al. 2003) levels show evolutionarily conserved
networks of interacting genes and, of course,
cells coordinately regulate suites of genes in re-
sponse to both intracellular and extracellular
conditions. In spite of this, we do not under-
stand the organization of biological systems
well enough to harness the abstraction that is
implied by a modular organization. How can
molecular and morphogenic modules be re-
arranged, rewired, or replaced to modify exist-
ing systems or build new ones? How can one
best account for pleiotropy and context sensi-
tivity, or isolate engineered systems from it?
What is the right balance between leveraging
natural systems and building synthetic, orthog-
onal systems alongside or on top of them?

Biological systems manipulate matter, per-
form chemistry, and process information pre-
cisely, robustly, and efficiently; the promise of
synthetic biology, writ broad, is to harness this
sophistication to engineer biological systems re-
liably and predictably. Great strides have been
made in engineering useful, predictable func-
tions into single cells, but life in nature is never
unicellular. Life is structured, and cells are
organized to maximize productivity, protect
against environmental assault, and thus im-
prove the transmission of genetic information.
Synthetic biologists are just beginning to ex-
plore the design and control of biological struc-
tures, leading to a new field of synthetic mor-
phogenesis. The field is still embryonic, but we
look forward excitedly to its development.
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