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Abstract The Chesapeake Bay plays an important role in transforming riverine nutrients before they are
exported to the adjacent continental shelf. Although the mean nitrogen budget of the Chesapeake Bay has
been previously estimated from observations, uncertainties associated with interannually varying hydrological
conditions remain. In this study, a land-estuarine-ocean biogeochemical modeling system is developed to
quantify Chesapeake riverine nitrogen inputs, within-estuary nitrogen transformation processes and the ultimate
export of nitrogen to the coastal ocean. Model skill was evaluated using extensive in situ and satellite-derived
data, and a simulation using environmental conditions for 2001–2005 was conducted to quantify the
Chesapeake Bay nitrogen budget. The 5 year simulation was characterized by large riverine inputs of
nitrogen (154 × 109 gN yr�1) split roughly 60:40 between inorganic:organic components. Much of this was
denitrified (34 × 109 gN yr�1) and buried (46 × 109 gN yr�1) within the estuarine system. A positive net
annual ecosystem production for the bay further contributed to a large advective export of organic nitrogen
to the shelf (91 × 109 gN yr�1) and negligible inorganic nitrogen export. Interannual variability was strong,
particularly for the riverine nitrogen fluxes. In years with higher than average riverine nitrogen inputs,
most of this excess nitrogen (50–60%) was exported from the bay as organic nitrogen, with the remaining
split between burial, denitrification, and inorganic export to the coastal ocean. In comparison to previous
simulations using generic shelf biogeochemical model formulations inside the estuary, the estuarine
biogeochemical model described here produced more realistic and significantly greater exports of organic
nitrogen and lower exports of inorganic nitrogen to the shelf.

1. Introduction
Located at the intersection between land and ocean, estuaries play an important role in global carbon and
biogeochemical cycles [Bauer et al., 2013; Bianchi and Bauer, 2011; Canuel et al., 2012]. Chesapeake Bay, the
largest estuary in the United States, plays a particularly significant role in the transformation and burial
of riverine terrestrial nitrogen [Bronk et al., 1998; Glibert et al., 1991; Horrigan et al., 1990; Kemp, 2005]. As a result,
it significantly impacts the form and amount of nitrogen that is exported from riverine sources to the adjacent
continental shelf.

The fate of riverine nutrients has been intensely studied in the Chesapeake Bay where available water quality
data extend back to 1950 [Flemer et al., 1983]. Using five early years (1977–1982) of U.S. Environmental
Protection Agency (EPA) data, Smullen et al. [1982] concluded that the Chesapeake Bay retained almost all
the nutrients entering during this time period. Using the same data Nixon [1987] reassessed the nitrogen
budget and concluded that the bay retained only a small amount (3–6%) of the nitrogen entering the system.
In a third study, Fisher et al. [1988] developed a conceptual model suggesting roughly 50% of total nitrogen
left the bay, primarily through phytoplankton sinking. In these early studies the relative amount of riverine
total nitrogen loss in the bay and export to the open ocean were quite controversial, primarily because of
the limited availability of observations and the different assumptions and approaches employed.
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Amore consistent Chesapeake Bay nitrogen budget came together in the 1990s, after additionalmeasurements
were available. Boynton et al. [1995] calculated that about 70% of the nitrogen entering the bay was lost to
denitrification, burial, and fisheries harvest, and the remaining 30% was exported to the open ocean.
However, these calculations did not include a separation of nitrogen between inorganic and organic forms.
Furthermore, the nitrogen exchange between the bay and the adjacent shelf was calculated “by difference”
from subtracting the bay internal sinks from riverine and atmospheric sources, rather than from direct
measurements. An analysis of the estuarine-ocean nitrogen exchange using a bay water quality model
was additionally used to confirm the general magnitude and sign of the export flux.

A more detailed budget was described by Kemp et al. [1997]; however, this budget was limited to the main
stem of the bay (Figure 1). In these calculations nitrogen was separated into dissolved inorganic and organic
forms, and the nitrogen seaward transport was calculated from a model simulation. They concluded that
roughly 75% of the nitrogen entering the main stem of the bay was exported to the open ocean. In addition,
the ratio of dissolved inorganic nitrogen to total organic nitrogen at the bay mouth (0.04) was much smaller
than that at the head of the bay (5.1). Overall, the net ecosystem production in the main stem of the bay was
positive, leading Kemp et al. [1997] to conclude that this portion of the bay is net autotrophic.

Although nitrogen budget estimates from observational studies such as those described above have been
becomingmore consistent in recent decades, they are still associated with considerable uncertainties, largely
resulting from relatively low temporal and spatial sampling frequency as well as the interannual variability
associated with the observations. One issue with these previous nitrogen budget estimates, for example, is
that due to data limitations, asynchronous observations had to be combined. In Kemp et al. [1997] nitrogen
exchanges at the bay mouth were from the year 1986, but net ecosystem production (called net ecosystem
metabolism in their paper) was from a multiple year average (1986–1993). In addition, to avoid variation of
fluxes with different hydrological conditions, Kemp et al. [1997] remove years with extreme wet or dry conditions
and used years with low to moderate river flow only.

In order to examine how interanually varying riverine inputs of nitrogen to Chesapeake Bay affect estuarine
nitrogen fluxes, a land-estuarine-ocean biogeochemical modeling system is developed for this region.
Riverine inputs of nitrogen to the bay are computed from a terrestrial ecosystem model that has been

Figure 1. Chesapeake Bay (a) model grid, bathymetry, location of riverine inputs (magenta dots), and Thomas Point Light
Buoy used for wind forcing (yellow triangle); (b) map illustrating location of EPA Chesapeake Bay Program Water Quality
Monitoring Stations in the upper (red circles), middle (green circles), and lower (blue circles) bay. The black line in Figure 1a
denotes the edge of the bay interior, over which the bay-wide budget numbers are computed. The magenta line in
Figure 1a and black line in Figure 1b show the stations along the trench of the bay used in Figures 3, 6, and 8.
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extensively validated with U.S. Geological Survey (USGS) river gauge data and resolves both gauged and
ungauged riverine discharge variability on scales of days to years. This temporally varying discharge is
then used as input to the estuarine-biogeochemical model, which provides estimates of the nitrogen fluxes
within the bay as well as advective exports from the bay to the adjacent Mid-Atlantic Bight shelf. This coupled
modeling system calculates the nitrogen budget of the Chesapeake Bay for a continuous 5 year period
(2001–2005), of which the first two years (2001 and 2002) were dry-flow years, the third year (2003) was a
wet-flow year, and the last two years (2004 and 2005) were intermediate-flow years.

The content of this paper is organized as follows. Section 2 and the associated Appendix A present a complete
description of our land-estuarine-biogeochemistry modeling system and the configuration implemented here.
In section 3, model skill is evaluated relative to extensive data from the Chesapeake Bay Program as well as
satellite ocean color data. In section 4, a simulated nitrogen budget for the bay is presented and compared
to previous budgets derived using observational data as well as model results using a generic basin-scale
continental shelf model. A summary of our results and potential future work is provided in section 5.

2. Model Description
2.1. Hydrodynamic Model: Regional Ocean Modeling System

The physical component of the coupled model is based on the Regional Ocean Modeling System (ROMS)
[Shchepetkin and McWilliams, 2005] version 3.6. The model domain and horizontal grid follows the Chesapeake
Bay community implementation of the ROMS (ChesROMS) [Brown et al., 2013; Xu et al., 2012]. The domain spans
the region from 77.2°W to 75.0°W and from 36°N to 40°N, covering the main stem and primary tributaries of
the Chesapeake Bay, as well as part of the mid-Atlantic Bight (Figure 1). The horizontal grid spacing varies with
highest resolution (430m) in the northern bay near the Chesapeake and Delaware Canal, lowest resolution
(~10 km) in the southern end of the mid-Atlantic Bight, and an average grid spacing within the Chesapeake
Bay of 1.7 km. As in ChesROMS, the model has 20 terrain-following vertical layers with higher resolution near
the surface and bottom boundaries. However, unlike ChesROMS, the vertical s coordinate function follows
Shchepetkin and McWilliams [2009], and stretching parameters at the surface and bottom are set to 6.0 and
4.0, respectively. The bottom topography is also slightly smoothed as in Scully [2013] to avoid pressure gradient
errors caused by steep bathymetry.

The model is forced with spatially uniform but temporally varying winds, measured every hour at the
Thomas Point Light Buoy (�76.4°W, 38.9°N). These observed winds are used rather than other wind
products such as those derived from the North American Regional Reanalysis (NARR), since the latter
underestimates the observed summer winds by roughly 30% and does not show the strong directional
asymmetry that may play a key role in modulating the strength of vertical mixing [Scully, 2013]. Other
atmospheric forcing, including air temperature, relative humidity, pressure, precipitation, longwave,
and shortwave radiation were obtained from NARR with 3 h time resolution. The NARR shortwave radiation
was found to be systematically higher than adjacent buoy observations, and therefore, it was reduced by
80% [Wang et al., 2012]. At the open boundary, the model is forced by open ocean tides and nontidal water
levels as in ChesROMS [Xu et al., 2012].

Themodel is configured to use the recursive MPDATA 3-D advection scheme for tracers, third-order upstream
advection scheme for 3-D horizontal momentum and fourth-order centered difference for 3-D momentum in
the vertical. The generic length-scale vertical turbulent mixing scheme [Warner et al., 2005] is implemented
with the stability functions of Kantha and Clayson [1994], and background mixing coefficients for both
momentum and tracers are set to 10�5m2 s�1 as in Scully [2010].

2.2. Estuarine Carbon Biogeochemistry Model

The estuarine carbon biogeochemistry (ECB) model implemented here includes a simplified nitrogen cycle with
11 state variables (Figure 2b): nitrate ([NO3]), ammonium ([NH4]), phytoplankton (P), zooplankton (Z), small and
large detritus (DS andDL), semilabile and refractory dissolved organic nitrogen ([DON]SL and [DON]RF), inorganic
suspended solids ([ISS]), chlorophyll ([Chl]), and oxygen ([O2]). Although analogous carbon state variables are
included in the model as well (dissolved organic carbon, detrital carbon, and dissolved inorganic carbon), these
will be described and analyzed in a separate publication. Phosphate is not included in this version of the model,
but work toward this goal is planned for the near future (see section 5).
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Amathematical description of the biogeochemical source/sink terms for the ECB state variables that specifically
pertain to the nitrogen cycle are summarized in the Appendix Tables A1 and A2. Model function symbols
are defined in Appendix Table A3, and parameter definitions and values are provided in the Appendix
Table A4. A complete set of equations for the nitrogen cycle is also provided in electronic form in the
supporting information.

All state variables are horizontally and vertically advected and diffused along with the physical circulation
variables. The model structure is based on Druon et al. [2010], which was originally derived from Fennel
et al. [2006], with modifications similar to those described by Hofmann et al. [2008, 2011]. However, these
models were all designed for coastal applications. To adapt the model to an estuarine application in the
Chesapeake Bay, a number of model formulations were modified, as described below.
2.2.1. Refractory and Semilabile DON
Since dissolved organic nitrogen [DON] plays a critical role in estuarine nitrogen cycling processes [Keller and Hood,
2011], semilabile and refractory DON components are included as separate state variables in the model. Although
[DON]RF does not participate actively in any biological processes, it is input from the rivers, and transported via
advection and diffusion throughout the model domain and reduces the light intensity. The [DON]SL is derived
from phytoplankton exudation (þγμ0LI LNO3 þ LNH4ð ÞP), sloppy feeding (+ (1� β)λεgZ) and detrital solubilization

(þδN rDSDS þ rDLDLð Þ), and is remineralized into NH4(� fNTR þ fDNFð Þr DON½ �SLe
κ DON½ �SL T DON½ �SL).

2.2.2. Inorganic Suspended Solids
Similar to the refractory DON, inorganic suspended solids (ISS) do not participate in the nitrogen cycling
directly but play an important role in reducing the light intensity in the northern Chesapeake Bay. The ISS for-
mulation and related parameters follow Xu and Hood [2006]. Specifically, ISS is introduced as an additional
state variable, which enters the bay through riverine input and sinks at a constant velocity (wISS). After reach-
ing the bottom, the ISS is instantly resuspended, based on a constant erosion rate (ξ ), the bottom shear stress
(Γ) and the critical shear stress (ΓC):

∂ ISS½ �
∂t

¼ �wISS
∂ ISS½ �
∂z

þ ξ Γ z¼Hj � Γcð Þ (1)

2.2.3. Light Attenuation
The photosynthetic available radiation decreases exponentially with water depth:

I zð Þ ¼ I0 � PARfrac � ezKD (2)

where I0 is the light just below the sea surface, PARfrac is the fraction of light that is available for
photosynthesis, KD is the diffuse attenuation coefficient, and z is depth. Xu et al. [2005] used chlorophyll,
total suspended solids (TSS), and surface salinity to specify KD for the Chesapeake Bay, where salinity was

Figure 2. Schematic of the land-estuarine ocean biogeochemical modeling system. The nitrogen cycle of the estuarine
model was detailed illustrated.
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used as a proxy for chromophoric dissolved organic matter (CDOM), since CDOM is generally inversely related
to salinity. To avoid KD becoming negative in high-salinity regimes, Xu et al. [2005] identified empirical
relations for high (≥15 practical salinity unit (psu)) and low (≤15 psu) salinity regimes, respectively. They
found that their model successfully explained 70% of the observed KD variability in the Chesapeake Bay.
However, their empirical relationship was based on Chesapeake Bay Program observations from 1995 and
1996, which is outside the more recent study period used in this analysis. Therefore, as a part of this
analysis their method was repeated using observations from 2000 to 2005 and resulted in the following
empirical relationship:

KD ¼ 1:4þ 0:063 TSS½ � � 0:057S (3)

where TSS (in mg L�1 represents total suspended solids, including both the inorganic suspended solids
(section 2.2.2) and the organic suspended solids (defined here as particulate organic nitrogen including P, Z,
DS, and DL). This relationship was found to explain 76% of the observed variability in KD. Chlorophyll was
excluded from the relationship, as it did not successfully explain any significant additional variability. With
this single relationship, KD is positive when salinity is less than ~24 psu, which covers almost the entire
Chesapeake Bay. In high-salinity regions of the model domain (close to the bay mouth and on the
Mid-Atlantic Bight shelf) it is possible for the right-hand side of the above equation to become negative.
To prevent this, the configuration of KD used for the U.S. East Coast shelf model (Hofmann et al., unpublished
data, Old Dominion University, 2011), is used in high-salinity regimes. If 1.4 + 0.063[TSS]� 0.057S< 0, then

KD ¼ 0:04þ 0:02486 Chl½ � þ 0:003786 0; 6:62 DON½ � � 70:819f gmax (4)

where [DON] represents total DON, i.e., the sum of both refractory and semilabile components.
2.2.4. Phytoplankton Specific Growth Rate
Adiverse assemblage of phytoplankton species is responsible for the high rates of primary production observed in
the Chesapeake Bay. Although diatoms are abundant throughout the year, there are also typically large seasonal
occurrences of dinoflagellates and cyanobacteria [Marshall et al., 2005; Marshall and Nesius, 1996]. Seasonal
patterns of species composition vary throughout the bay, with diatom blooms routinely occurring as early as
middle winter in the oligohaline section of the bay. In the higher-salinity regions of the bay, dinoflagellate taxa
are common in the summermonths. In fall, a more diatom-dominated assemblage is typically present throughout
the bay. In general, the timing, position, and magnitude of the spring bloom is determined by the high fluxes of
riverine dissolved inorganic nutrients entering the bay, whereas the mean and variability of summertime
phytoplankton concentrations are determined more by the degree of nutrient regeneration [Fisher et al.,
1988; Harding, 1994; Harding et al., 2002; Malone et al., 1988].

The growth rates of these phytoplankton communities have been measured over a wide range of different
temperatures and nutrient conditions [Lomas and Glibert, 1999a, 1999b]. Here a constant temperature-
independent maximum growth rate is assumed, which is a simplification that has been successfully adopted by
other modelers within the Chesapeake Bay and other surrounding regions. For example,Druon et al. [2010] found
that using a temperature-independent maximum specific growth rate (μ0 =1.6day

�1) substantially improved
their model results in the Mid-Atlantic Bight (their Table A2). In their Chesapeake Bay biogeochemical model,
Xu and Hood [2006] also used constant (temperature-independent) specific growth rates for phytoplankton but
adjusted this rate for low salinity (μ0=0.96day

�1) versus high-salinity (μ0=3.22day
�1) regions. Here a constant

maximum specific growth rate (μ0 = 2.15 day�1) is used for our single-phytoplankton state variable, based
on information provided by Li et al. [2009] for the Chesapeake Bay. Growth is furthermore limited by both
nitrogen (LNO3 þ LNH4 ) and light (LI). Phosphate limitation is not yet included in the model. Since phosphate
limitation is known to be strongest temporally in the spring and spatially in the upper bay [Fisher et al.,
1992, 1999], by neglecting this limiting nutrient one would expect that themodel simulationsmight overestimate
particulate organic nitrogen (PON) and chlorophyll in the spring and in the upper bay (see sections 3.4.3 and 3.4.5).
2.2.5. Water Column Denitrification
One of themost significant differences between the ECBmodel andmodel implementations for the continental
shelf results from the fact that hypoxia can occur in estuarine subpycnocline waters when water column
stratification prevents reaeration of deeper waters [Hagy et al., 2004; Bever et al., 2013]. During such periods,
remineralization of organic matter in the water column transitions from an aerobic to an anaerobic process via
facultative anaerobes that shift to suitable alternative electron acceptors such as nitrate or nitrite [King, 2005].
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Water column denitrification has previously been considered in marine ecosystem models of other hypoxic
systems, such as the Black Sea and Arabian Sea [Oguz, 2002; Resplandy et al., 2012]. The stoichiometric equation
for oceanic denitrification first proposed by Richards [1965] follows

C106H263O110N16Pþ 84:8HNO3→106CO2 þ 42:4N2 þ 16NH3 þ H3PO4 þ 148:4H2O

where organic matter is reduced and dinitrogen gas is released to the atmosphere, a process that has global
N cycle implications [e.g., Codispoti et al., 2001].

Within the ROMS-ECB implementation, onset of water column denitrification is associated with decreasing
dissolved oxygen concentration, which reflects the known oxic repression of nitrogen oxide reductases that
are needed to catalyze denitrification reactions [Hood et al., 2006]. With these issues in mind and following
Oguz [2002], nitrate loss during water column denitrification is modeled as

∂ NO3½ �
∂t WC�DNF

���� ¼ �ηDNF fDNF; fWC½ �min 1� δNð Þ rDSDS þ rDLDLð Þ þ r DON½ �eκ DON½ �T DON½ �� �
(5)

where fDNF ¼ KDNF
O2þKDNF

, and fWC ¼ NO3½ �
NO3½ �þKWNO3

are the oxygen and nitrate limitation terms, respectively,

for denitrification. The latter limitation is imposed to prevent generation of negative nitrate concentrations. In
this way, water column denitrification depends on the stoichiometry for remineralization via denitrification
(ηDNF), the half-saturation constant for water column denitrification (KDNF), as well as the half-saturation
constant for water column NO3 uptake shutting down (KWNO3).
2.2.6. Oxygen Limitation of Remineralization
In the water column, oxygen concentration also regulates the rate of nitrification, but in an inverse fashion as
compared to its influence on denitrification: as denitrification is enhanced, nitrification is diminished. Thus,
the nitrification limitation term in the ECB model takes the form

fNTR ¼ O2

O2 þ KNTR
(6)

where KNTR is the half-saturation constant for water column nitrification. The remineralization rate of organic
matter is regulated by the combined rates of nitrification and denitrification; therefore, the summation of fNTR
and fDNF is included for all terms associated with remineralization. The factors fNTR and fDNF are then used to
partition aerobic and anaerobic bacterial processing of organic matter between consumption of oxygen and
nitrate, respectively.
2.2.7. Burial and Resuspension of Organic Matter
Burial is an important pathway for particulate organic nitrogen removal from estuarine systems. Coupled
biogeochemical-circulation models often neglect this process by assuming that organic matter reaching the
seabed is instantaneously remineralized [Fennel et al., 2006]. Although complex sediment biogeochemical
models that include the potential of temporary storage of organic matter in the seabed exist [Soetaert et al.,
2000], such models are rarely implemented in fully coupled hydrodynamic-biogeochemical models largely
due to computational constraints. ECB includes an intermediate approach following that of Druon et al.
[2010], whereby a portion of the organic matter reaching the seabed is resuspended (ϕ1, see Appendix A
for symbol definitions), a fraction is permanently buried (ϕ2(1�ϕ1)), and the remaining ((1�ϕ2)(1�ϕ1)) is
instantaneously remineralized through coupled nitrification/denitrification. Specifically, themodel formulations
(see equations in Appendix A) assume that the instantaneously resuspended fraction of organic matter is a
function of shear stress at the bottom.

2.3. Riverine Inputs

In this implementation, ROMS-ECB is forced with daily riverine nutrient input derived from the Dynamic
Land Ecosystem Model (DLEM), including NO3, NH4, DON, and PON as well as daily freshwater discharge
(Figure 2a). DLEM is a grid-based fully distributed model which couples major biogeochemical cycles, the
water cycle, and vegetation dynamics to derive temporally and spatially explicit estimates of fluxes of water,
greenhouse gases, and carbon and nitrogen storage in terrestrial ecosystems [Tian et al., 2010, 2014; Liu et al.,
2013]. DLEM has been used to hindcast riverine discharge of freshwater [Yang et al., 2015a], nitrogen [Yang
et al., 2015b], and organic matter [Tian et al., 2015] to the U.S. eastern continental shelf over the past century
and forecast these fluxes over the 21st century. Themodel incorporates hydrological components to simulate
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lateral water flux from terrestrial ecosystems to river networks. Export of freshwater from land surface to
coastal areas is simulated through three major processes: generation of surface runoff after rainfall events,
the leaching of water from land to river networks in the form of overland flow and base flow, and the flow
routing process along river channels from upstream areas to coastal regions.

The total export to the Chesapeake Bay computed by DLEM, including groundwater discharge, was apportioned
to 10 tributaries and entered themodel domain at these 10 locations (Figure 1a). In reality, freshwater inputs and
nutrient loading occurs continuously along the Chesapeake coastline. The simplification of attributing these
inputs to 10 distinct locations rather than continuously along the coastline is not likely to significantly affect
the model results in the main stem of the bay or in the major tributaries, as our sensitivity experiments indicate
that the model is more sensitive to the total amount of nutrients and freshwater entering the bay, than to the
specific locations of these fluxes.

Because DON provided by DLEMwas not separated into semilabile and refractory components, assumptions had
to be made regarding the relative proportions of each component. Of the total DON entering the bay, 50% was
assumed to be semilabile, and 20%was assumed to be refractory [Raymond and Bauer, 2001]. The remaining 30%
of the DON leaving the rivers was assumed to flocculate and be buried before reaching the 5psu isohaline [Bronk
et al., 1998]. The PON provided by DLEM was assumed to enter the bay entirely as small particulate detritus.

In addition to the above nitrogen components, the river forcing of the model requires temperature and
salinity, which was calculated from climatological USGS data (1980 to 2011), and oxygen, which was assumed
to be at saturation and computed as a function of temperature and salinity [Weiss, 1970]. The concentration
of other river variables, including phytoplankton (1.8mmol Nm�3), zooplankton (0.06mmol Nm�3), and
chlorophyll (6.0mgChlm�3), were input to the model domain as uniform concentrations.

2.4. Model Implementation

At the open boundary, the Chapman [1985] condition is used for the free surface, the radiation condition is
used for tracers and baroclinic 3-D velocities and the Flather [1976] condition is used for barotropic 2-D
velocities. Temperature and salinity are nudged in and out of the model domain to climatological data fields
generated from the 2001 World Ocean Atlas with time scales of 2 h and 2 day, respectively [Marchesiello et al.,
2001]. The model is initialized with temperature and salinity fields that varied meridionally as in Xu et al.
[2012]. The initial NO3 field is derived from fitting winter data from main stem stations with a power function
[Xu and Hood, 2006]. The remaining biological variables are set to the following horizontally uniform values:
[NH4] = 0.1mmol Nm�3, P=6mmol Nm�3, Z= 1mmol Nm�3, DS=6.66mmol Nm�3, DL= 3.33mmol Nm�3,
[DON]SL = 13mmol Nm�3, [DON]R = 23mmol Nm�3, [Chl] = 15mgChlm�3, [O2] = 281.25mmolO2m

�3, and
ISS = 7mg L�1 All initial fields are vertically uniform.

The model was first run starting with the above initial conditions from 1 January 2000 until 31 December 2005.
The simulated distributions from 31 December 2005were then used to restart themodel on 1 January 2000 and
the model was run until 31 December 2005 again. In total, this 6 year run was conducted 5 times to ensure the
model was spun-up adequately, i.e., there was no clear linear trend for any physical or biological variables and
the fluctuations of each of the variables were nearly identical between the fourth and fifth simulations. The last
5 years of this simulation was used for analysis (2001–2005).

3. Model Skill Assessment
3.1. Model Skill Metrics

Quantitative model-data comparisons using multiple skill metrics [Jolliff et al., 2009; Stow et al., 2009] are
critical, as they reveal the advantages and potential limitations of a particular model, which must be carefully
considered before using such a model as a tool for scientific study or decision-making. In this analysis, multiple
skill metrics were examined. For example, the correlation coefficient (r), which measures the tendency of the
model and observed values to covary, was calculated as

r ¼

Xn
i¼1

Oi � O
� �

Mi �M
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

Oi � O
� �2Xn

i¼1

Mi �M
� �2s (7)
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where Oi is the observation at time ti, Mi is the model estimate at ti, O is the mean of the observations, M
is the mean of the model estimates, and n is the total number of observations available for comparison
with the model estimates. The bias, unbiased root-mean-squared difference (unbiased RMSD) and total
root-mean-squared difference (RMSD) were calculated as

Bias ¼

Xn
i¼1

Mi � Oið Þ

n
¼ M� O (8)

unbiased RMSD ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

Mi �M
� �� Oi � O

� �� 	2
n

vuuut
(9)

RMSD ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

Mi � Oið Þ2

n

vuuut
(10)

These three skill assessment statistics are particularly useful, as they are reported with the units of the quantity
being assessed. The total RMSD is a particularly appropriate overall skill metric as it includes both a component
for getting the mean correct (bias) and the variability correct (unbiased RMSD), i.e.,

Biasð Þ2 þ Unbiased RMSDð Þ2 ¼ RMSDð Þ2 (11)

Finally, the standard deviation of the model results (σm) were also compared to that of the observations (σo)
through the ratio (σr)

σm ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

Mi �M
� �2

n

vuuut
; (12)

σo ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

Oi � O
� �2

n

vuuut
(13)

σr ¼ σm
σo

(14)

The Willmott skill score [Willmott, 1981], another widely used metric to quantify overall agreement between
model and observations, was computed as

Wskill ¼ 1�

Xn
i¼1

Mi � Oið Þ2

Xn
i¼1

Mi � O
�� ��þ Oi � O

�� ��� �2 (15)

Specifically, Wskill = 1 indicates perfect agreement between model results and observations, and Wskill = 0
indicates that the model skill is equivalent to that of the observational mean [Willmott, 1981].

Here these model skill metrics are compactly visualized on Taylor [Taylor, 2001] and target diagrams [Jolliff
et al., 2009; Friedrichs et al., 2009; Hofmann et al., 2008]. The Taylor diagram is plotted in a polar coordinate
system and summarizes skill metrics including r, σr, and unbiased RMSD. In contrast, the target diagram is
plotted in a Cartesian coordinate system and summarizes total RMSD, unbiased RMSD and bias. On both
types of diagrams, skill statistics are typically normalized by the observational standard deviation (σo) to allow
for the plotting of multiple different data sets on the same diagram. On the normalized Taylor diagram, the
reference point sitting at (1, 0) represents a perfect skill score, whereas on the target diagram the center of
the target (0, 0) represents a perfect skill score.

In this analysis, Taylor and target diagrams were used to visualize the model skill in reproducing both the
spatial variability and the temporal variability of simulated distributions throughout the main stem of
the bay (see Figure 1 for specific station locations). Spatial statistics were obtained by averaging the
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Chesapeake Bay Program (CBP) observations at each station over the 5 year simulation interval and reflects
the ability of the model to reproduce the spatial variability of the climatological fields. Temporal statistics
were obtained by calculating a bay time series by taking monthly averages of vertically integrated observations
collected from all stations. This skill metric reflects the ability of the model to reproduce the temporal variability
of the observed distributions.

3.2. Available Data for Model Evaluation

Using the skill metrics described above, the simulated physical fields (including temperature and salinity)
and biogeochemical fields (including NO3, NH4, DON, PON, chlorophyll, and oxygen) were compared
with available data from the EPA Chesapeake Bay Program (CBP) Water Quality Monitoring Program (data
available from http://www.chesapeakebay.net/data). Model skill metrics were computed based on point-
to-point comparisons by sampling the model results at the same horizontal, vertical, and temporal locations
as the observations.

Figure 3. Observed and simulated seasonal temperature from 2001 to 2005. (a, c, e, and g) Temperature along the trench
with background color representing the simulation and circles showing the observations. (b, d, f, and h) Modeled versus
observed temperature at coincident times and locations, including correlation coefficient (r) and number of available
data (n). Panels from top to bottom, winter (December–February), spring (March–May), summer (June–August), and fall
(Septemebr–November). Gray dashed lines in Figure 3a denote the boundaries of the upper, middle, and lower bay.
Stations from upper bay to lower bay are as follows: CB2.1, CB2.2, CB3.1, CB3.2, CB3.3C, CB4.1C, CB4.2C, CB4.3C, CB5.1,
CB5.2, CB5.3, CB5.4, CB5.5, CB6.1, CB6.2, CB6.3, CB7.3, and CB7.4.
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The Chesapeake Bay Program has been routinely monitoring the main stem of the Chesapeake Bay since
June 1984. Specifically, throughout our analysis time period (2001–2005) many water quality parameters,
including various forms of nitrogen as well as water temperature, salinity, and dissolved oxygen, were
measured once each month during the colder late fall/winter/spring months, and twice each month during
the warmer months. At each station (Figure 1b), vertical profiles of water temperature, salinity, and dissolved
oxygen were measured at approximately 1 to 2m intervals through the water column. Data on other variables
such as NO3, NH4, DON, PON, and chlorophyll were collected in the surface and bottom layers, and at depths
representing upper (above pycnocline) and lower (below pycnocline) layers in the deeper main stem stations
where salinity stratification occurs.

In addition to comparing simulated fields with these in situ data, simulated surface chlorophyll fields were also
compared with satellite-derived surface chlorophyll concentrations from the Sea-viewing Wide Field-of-view
Sensor (SeaWiFS). For this purpose, monthly SeaWIFS data (available from http://oceancolor.gsfc.nasa.gov/cms/
dataaccess) for the Chesapeake Bay were processed at a spatial resolution of 2 km using the OC4v6 chlorophyll
algorithm (see http://oceancolor.gsfc.nasa.gov/REPROCESSING/R2009/ocv6/). Surface chlorophyll concentrations
derived from this algorithm agree well with in situ CBP observations from the main stem of the bay. The
correlation coefficient is high (0.76), the bias is low to (�0.58 μg/L), and the Willmott skill score is as high
(0.81). Thus, the SeaWiFS-derived chlorophyll concentrations are a useful additional source of information
to which the model simulations can be compared, since the spatial resolution of these chlorophyll estimates
(2 km) is much greater than that of the CBP data (Figure 1b).

3.3. Evaluation of Hydrodynamic Fields

Although the focus of this analysis is on the nitrogen budget of the Chesapeake Bay, reasonable nutrient
distributions cannot be obtained without an adequate simulation of the observed hydrodynamic fields.
Thus, simulated temperature and salinity fields were extensively compared to CBP observations.
3.3.1. Temperature
Seasonally averaged simulated temperature distributions are in very good agreement with CBP observations
throughout the water column (Figure 3). Monthly depth-averaged temperature in three bay subareas, the

Figure 4. Observed and simulatedmeanmonthly depth-averaged temperature from 2001 to 2005 averaged over the (a) upper,
(b) middle, and (c) lower bay stations illustrated in Figure 1. Vertical bars represent ±1 standard deviation.

Journal of Geophysical Research: Biogeosciences 10.1002/2015JG002931

FENG ET AL. MODELING CHESAPEAKE BAY NITROGEN FLUXES 1675

http://oceancolor.gsfc.nasa.gov/cms/dataaccess
http://oceancolor.gsfc.nasa.gov/cms/dataaccess
http://oceancolor.gsfc.nasa.gov/REPROCESSING/R2009/ocv6/


upper, middle, and lower bay (Figure 1), show comparable magnitude and fluctuations in both model and
observations (Figure 4). Although the temperature field shows significant temporal variability, increasing
from 0°C to 30°C between winter and summer (Figure 4), there is little horizontal or vertical variability within
any given season, with average temperatures being nearly uniform throughout the water column and
throughout the main stem of the bay (Figure 3). Model skill statistics for temperature (presented in Table 1
and summarized in Taylor and target diagrams (Figure 5)), indicate that correlations between the simulated
and observed temperature fields are very high (>0.99) and the normalized unbiased RMSD (≤0.2) and bias
(≤0.1) are both very small. Both temporal and spatial Willmott skill is close to 1.0, further demonstrating that
the model has significant skill in reproducing the observed temperature field.
3.3.2. Salinity
Stratification is typically dominated by the salinity signal in the Chesapeake Bay, and thus, it is critical for the
model to accurately represent the salinity field. Seasonally averaged simulated salinity distributions are in
very good agreement with CBP observations throughout the water column (Figure 6), successfully capturing
both the horizontal and the vertical gradients in salinity concentrations. In contrast to that of the temperature
field, the spatial variability of the salinity field is much stronger than that of the temporal variability. Observed
and simulated salinities vary from ≤ 5 psu in the upper bay to ≥ 25 psu in the lower bay where seawater
intrudes into the bay mouth. Specifically, over this time period the observed (simulated) averaged salinity
± standard deviation in the upper bay is 3.5 ± 4.2 (4.1 ± 4.4) psu, in the middle bay is 15 ± 3.5 (14 ± 3.8) psu,
and in the lower bay is 22 ± 3.7 psu (22 ± 4.3) psu. The simulated and observed salinity distributions also show
significant interannual variability (Figure 7), which is strongly influenced by the variable riverine inputs. For
example, average salinity was particularly low in late 2003 and 2004, which was an unusually wet period
characterized by strong riverine inputs. Although the temporal model skill for salinity is not quite as high
as for temperature (Figure 5 and Table 1), correlations between modeled and observed salinity are greater
than 0.7 and Willmott skill is greater than 0.85.

3.4. Evaluation of Biogeochemical Fields

Simulated nitrogen (NO3, NH4, PON, and DON), chlorophyll, and oxygen fields were also compared with CBP
observations. A quantitative skill assessment analysis was performed on both the temporally averaged
distributions and the spatially averaged distributions, in order to quantify how well the model captures
both the spatial and the temporal (monthly) variability. Finally, the simulated surface chlorophyll concentrations
were compared with those derived from SeaWIFS, in which case skill was assessed at each pixel.
3.4.1. NO3

The simulated NO3 field successfully captures the horizontal gradient of the observed CBP NO3+NO2 field
(Figures 8a and 8b). Nitrate concentration is about 60mmolNm�3 in the upper bay throughout the water
column, decreases rapidly to <15mmolNm�3 in the middle bay, and is routinely lower than 5mmolNm�3 in
the lower bay. The observed and simulated nitrate fields show little vertical gradient throughout most of the
bay, with the exception of the transition zone between the upper and middle bay (CBP station CB3.2, CB3.3C,
and CB4.1C). The vertically integrated, simulated NO2+NO3 field reproduces both the magnitude and the
seasonal cycle of the observations in the upper bay (Figure 9a): the observed (simulated) values reach 1.3±0.6
(1.5 ±0.5)molNm�2 in January, gradually decrease to 0.6±0.5 (0.6±0.3)molNm�2 in August, and increase to
1.1±0.5 (1.4 ±0.7)molNm�2 again in December. In the middle and lower bay, the model has more difficulty
reproducing the observed seasonal variability: the simulated nitrate is in agreement with the observations for
most of the year, but overestimates the observations in winter, though the observational variability is particularly

Table 1. Willmott Skill of Model Temperature, Salinity, NO3, NH4, PON, DON, Chlorophyll, and Dissolved Oxygen

Upper Bay Middle Bay Lower Bay All (Temporal) All (Spatial)

Temperature 0.99 0.99 1.00 1.00 1.00
Salinity 0.87 0.94 0.92 0.99 1.00
NO3 0.84 0.74 0.40 0.77 0.99
NH4 0.46 0.64 0.71 0.65 0.87
PON 0.32 0.39 0.54 0.52 0.88
DON 0.36 0.40 0.41 0.36 0.96
Chlorophyll 0.36 0.43 0.54 0.49 0.94
DO 0.93 0.98 0.96 0.97 0.97
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large in these winter months. As a result, Wilmott skill of NO2+NO3 is higher in the upper bay (0.84) than in the
middle (0.74) or lower bay (0.34), since concentrations in the upper bay are primarily dependent on the riverine
inputs and physical (advective/diffusive) processes which are well prescribed in this modeling system. Overall, as
was the case for salinity and almost all biogeochemical variables, the model demonstrates a greater skill in

Figure 5. (a) Taylor and (b) Target diagrams illustrating model skill for hydrodynamic and biogeochemical fields [Taylor, 2001;
Hofmann et al., 2008; Jolliff et al., 2009]. Squares represent temporal model skill, which was calculated by comparing time
series of observational and model data. Circles represent spatial model skill, which was calculated by comparing the
vertically integrated spatial series of observational and model data along the trench. Different colors represent different
variables. In Figure 5a the solid lines represent lines of constant RMSD. In Figure 5b, the green dashed lines represent
lines of constant unbiased RMSD, the blue dash-dotted lines represent lines of constant correlation coefficient, and
the black dotted lines represent lines of constant standard deviation. For a more detailed description of these diagrams
and skill metrics, see section 3.1.
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reproducing the observed spatial mean and variability along the main stem of the bay, than the interannual
mean and monthly variability. Correlations between the simulated and observed distributions are 0.98 (0.64)
for the space (time) series. Similarly, the spatial model skill for NO3 was as high as 0.99, whereas the temporal
model skill was somewhat lower (0.77).
3.4.2. NH4

Although the model reproduces the spatial variability of the ammonium field relatively well, the magnitude is
overestimated, particularly in the upper and middle bay (Figures 8c and 8d). The depth of the strong vertical
gradient of NH4 apparent in the observations (~10–15m) was considerably deeper than that of the simulated
NH4 fields (5–10m). The bottom regeneration causing this vertical gradient may be overly strong in the
model. Close to the mouth of the estuary (CBP station CB7.3 and CB7.4), the model successfully reproduces
low ammonium concentrations throughout the water column. The model also reproduces the observed
pattern of higher NH4 in the middle bay compared to other regions of the bay (Figures 9b, 9h, and 9n),
but the model somewhat underestimates the magnitude of the seasonal cycle in this region, regenerating
toomuch organic matter in the fall and winter months in this region (Figure 9h). The depth-integrated annual
average observed (modeled) NH4 concentrations in the upper bay are 0.12 ± 0.13 (0.18 ± .12)mol Nm�2, in
the middle bay are 0.25 ± 0.3 (0.43 ± 0.33)mol Nm�2, and in the lower bay are 0.068 ± 0.064 (0.074 ± 0.083)
mol Nm�2, respectively. The quantitative skill of the simulated ammonium distributions are summarized in
the Taylor and target diagrams (Figure 5). As is the case for NO3, the model has more skill in repeating the

Figure 6. As in Figure 3 except for salinity.
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observed spatial variability than the temporal variability. Correlations between the simulated and observed
distributions are 0.94 (0.74) for the space (time) series. Overall, the spatial model skill was 0.87, whereas
the temporal model skill was again somewhat lower (0.65).
3.4.3. PON
The model reproduced the structure of the observed PON field throughout most of the upper and middle
bay (stations CB2.1 to CB5.3) but overestimated PON in the lower portions of the bay (stations CB5.4 to
CB7.4) (Figures 8e and 8f). At the upper bay stations, the observed (modeled) PON concentration was as
low as 15 ± 8mmol Nm�3 (14 ± 10mmol Nm�3) throughout the water column. In the middle bay, the
observed (modeled) PON was as high as 21 ± 9mmol Nm�3 (16 ± 8mmol Nm�3) above 10m, but as low
as 15±6mmolNm�3 (12±9mmolNm�3) below 10m. This structure resulted from the fact that phytoplankton
growth was not as light limited in the surface middle bay waters, as it was nearer the Susquehanna River, where
high ISS and CDOM concentrations significantly decreased phytoplankton growth rates.

The annual cycle of depth-integrated PON (Figures 9c, 9i, and 9o) illustrates that the PON in the middle bay is
overestimated in the summer, primarily fromMay to September, when phytoplankton growth is overestimated.
In the upper bay, observed PON shows a peak inMarch that is not captured by themodel. Although this observed
peak is associated with large interannual variability (0.72±0.70molNm�2) and the modeled concentrations are
within this range (0.25±0.11molNm�2), futureworkwill be devoted to improving thismodel-datamismatch (see
section 5). This is not likely caused by neglecting phosphate limitation, since adding phosphate limitation would
further decrease upper bay spring organic matter concentrations. It is more likely caused by an overestimation of
light attenuation due to ISS in the upper bay, and our simplifying assumption of a constant phytoplankton species
composition in the bay. Because diatoms and dinoflagellates have differing C:Chl ratios and C:N ratios [Spilling
et al., 2014], species composition differences may be responsible for the fact that spring blooms in both PON
and chlorophyll observations are observed in the upper bay, whereas a spring bloom in chlorophyll and not
PON is observed in the lower bay. As expected, correlations between simulated and observed PON concentrations

Figure 7. Observed and simulated mean monthly depth-averaged salinity from 2001 to 2005 averaged over the (a) upper,
(b) middle, and (c) lower bay stations illustrated in Figure 1. Error bars are ±1 standard deviations.
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Figure 8. Observed and simulated climatological (average over 5 years) biogeochemical fields from 2001 to 2005. (a and b)
NO2+NO3, (c and d) NH4, (e and f) PON, (g and h) DON, (i and j) chlorophyll, and (k and l) oxygen. (Figures 8a, 8c, 8e, 8g, 8i, and 8k)
concentrations along the trench with background color representing the simulation and circles showing the observations.
(Figures 8b, 8d, 8f, 8h, 8j, and 8l) vertically integrated observed and simulated concentrations at stations shown in Figure 1b with
error bars showing ±1 standard deviation relative to the 5 yearmean. Gray dashed lines in Figure 8a denote the boundaries of the
upper, middle, and lower bay.
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(Figure 5) were higher for the spatial series (0.93) than the time series (0.25). Similarly, overall PON spatial model
skill (Table 1) was as high as 0.88, whereas temporal model skill was lower (0.52).
3.4.4. DON
As is the case for ammonium, observed DON concentrations are highest in the middle bay, and somewhat
lower in the upper and lower bay. The modeled DON concentrations are generally in agreement with the
mean observed DON concentrations, but the model tends to overestimate DON in the upper bay and at
some stations near the division between themiddle and lower bay (Figures 8g and 8h). The mean observed
(simulated) DON concentration in the upper bay is 21 ± 6 (17 ± 4) mmol Nm�3, in the middle bay is 22 ± 4
(20 ± 4)mmol Nm�3, and in the lower bay is 19 ± 4 (14 ± 3)mmol Nm�3. The observed DON concentrations
show only a slight seasonal signal, with higher concentrations from October through January; this is not
well represented in the simulated distributions, which show relatively high concentrations from March
to June in both the middle and the lower bay (Figures 9d, 9j, and 9p). Because the model reverses the
observed temporal DON pattern, the temporal correlation between modeled and observed DON is negative
(�0.17; Figure 5) and the temporal model skill is low (0.38; Table 1); however, the model has a high skill
in reproducing the spatial variability (correlation = 0.98; spatial model skill = 0.96).
3.4.5. Chlorophyll
The model reproduces the structure of the observed chlorophyll field throughout most of the upper and
lower bay. However, in the middle bay, the model is in agreement with the observations above 10m but
underestimates them in deeper waters (Figures 8i, and 8j). Not surprisingly, the annual cycle of chlorophyll
(Figures 8e, 8k, and 8q) shows a pattern similar to that of PON in the upper and middle bay for both model
and observations, since a significant component of PON is phytoplankton. As is the case for PON (see
section 3.4.3), the model overestimates chlorophyll in the middle and upper bay from May to September,
and underestimates chlorophyll in the late winter and spring (primarily at depth, Figures 8i and 8j).
Observed chlorophyll also shows a peak in March in the upper bay; however, this peak is associated with
large interannual variability (0.35 ± 0.43 g Chlm�2) and the modeled concentrations are within this range
(0.11 ± 0.07 g Chlm�2). As discussed above for PON, overall correlation between model and observations
(Figure 5) was higher for the spatial series (0.92) than for the time series (0.33). Similarly, overall spatial model
skill for chlorophyll was as high as 0.94, whereas the temporal model skill was 0.49.

The averaged simulated surface chlorophyll fields were also compared with SeaWIFS-derived chlorophyll
concentrations (Figure 10). The model successfully captures the spatial along-bay gradient of surface
chlorophyll with an overestimation of the satellite-derived estimates in the middle and lower bay. The 5 year

Figure 9. Observed and simulated vertically integrated monthly biogeochemical fields averaged over 2001–2005. Error bars are ±1 standard deviations. (a, g, andm)
NO2 + NO3, (b, h, and n) NH4, (c, i, and o) PON, (d, j, and p) DON, (e, k, and q) chlorophyll, and (f, l, and r) oxygen. Panels from top to bottom, upper, middle, and
lower bay.
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mean surface chlorophyll distributions show very low RMSD and high Wilmott skill in the northern half of the bay
but show some positive bias in the southern half of the bay. Themedian value of temporal model skill throughout
the bay is 0.49 (Figure 10f). The 5 year mean vertically integrated primary production was also computed as
1321mgCm�2 d�1, which is comparable to the mean net primary production (1357mgCm�2 d�1) derived
from Moderate Resolution Imaging Spectroradiometer-Aqua [Son et al., 2014].
3.4.6. Dissolved Oxygen
The model reproduces the observed oxygen distributions in the bay very well. In the upper and lower bay, both
simulated and observed oxygen concentrations are consistently high throughout the water column, whereas
in the middle bay, both simulated and observed oxygen concentrations show a strong vertical gradient
(Figures 8k and 8l). The model also successfully reproduces the observed vertically integrated dissolved oxygen
seasonal cycle (Figures 9f, 9l, and 9r), which closely follows the seasonal cycle of temperature, largely due to
the solubility effect of oxygen. Quantitatively, both spatial and temporal model skill are high for dissolved

Figure 10. Comparison between 5 year (2001–2005) averaged sea surface chlorophyll from (a) SeaWiFS and (b) model
simulation. Skill assessment is illustrated by (c) unbiased RMSD, and (d) Willmott skill together with histograms of
(e) unbiased RMSD and (f) Willmott skill.
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oxygen, with correlations between the simulated
and observed fields reaching 0.98 in terms of both
space and time (Figure 5) and overall spatial and
temporal model skill both as high as 0.97.

4. Results and Discussion

A nitrogen budget for the Chesapeake Bay cover-
ing the time period 2001–2005 was computed
from the simulated fields described above and is
presented below. Because the model reproduced
the annual mean nitrogen distributions (Figure 8)
better than the seasonal variability of the nitrogen
distributions (Figure 9), the focus of the nitrogen
budget analysis described here is on the mean of
the annual fluxes (Figure 11) and the interannual
variability of these annual mean nitrogen fluxes
(Figure 12). An analysis of the seasonal variability
of these fluxes will be presented in a future paper,
after the seasonal variability of simulated organic
matter distributions is improved (see section 5).

4.1. Mean Nitrogen Fluxes

The mean nitrogen budget for the Chesapeake Bay
(Figure 11) included a total riverine nitrogen (inor-
ganic + organic) entering the Chesapeake Bay as
computed from DLEM of 154 × 109 g N yr�1, with
roughly 60% [Yang et al., 2015b] being present
in the inorganic form (NO3 +NH4). Burial removed
about 30% of the riverine nitrogen entering

the bay (46 ± 10 × 109 g N yr�1), with less than half of this occurring in the main stem (Table 2). Water
column and sediment denitrification removed roughly 20% of the riverine nitrogen entering the bay

Figure 11. The nitrogen budget for 2001–2005 in the
Chesapeake Bay from our modeling system (unit:
1 × 109 g N yr�1). The exchange of DIN/PON between
the internal bay and exterior ocean was estimated using
velocity and DIN/PON concentration at each time step at
a cross section of the bay mouth (red line in Figure 1a).
Net ecosystem production (NEP) was estimated as primary
production minus phytoplankton and zooplankton respiration
and TON remineralization. Error bars represent the standard
deviations computed for the mean of the five annual values.

Figure 12. (a) Freshwater discharge for the 2001–2005 period. The long-term (1980–2008) mean ± standard deviation of
discharge computed from DLEM are included as the gray solid and dashed lines. (b) Interannual variability of nitrogen
fluxes computed for the 2001–2005 analysis period.
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(34 ± 10 × 109 g N yr�1; Figure 11), with more than half of this occurring in the main stem. These percentages
agree well with the results of Nixon et al. [1996], who estimated that burial and denitrification removed 40%
and 25% of the total nitrogen entering the Chesapeake Bay.

The largest term representing loss of total nitrogen was advective export to the coastal ocean. Ocean export of
inorganic nitrogen was small, whereas the export of organic nitrogen was the largest of the nitrogen loss terms
(91±36×109 gNyr�1). This value is likely an overestimate of the actual flux of organic nitrogen out of the bay,
since simulated organic nitrogen concentrations near the bay mouth were overestimated (Figures 8e and 8g).
However, since estuarine circulation is characterized by outflow at the surface and inflow at depth, the flux of
organic nitrogen from the estuary to the ocean is primarily a function of the vertical gradient of organic nitrogen
concentration (i.e., the difference between the surface and bottom concentrations, which the model simulates
quite well), rather than the mean concentration. An error estimate associated with the export of organic nitrogen
due to the model overestimating mean organic nitrogen at the bay mouth by 10mmolNm�3 (or equivalently
0.14×109 gNkm�3) is computed as follows: 0.14×109 gNkm�3 ×100km3yr�1 =14×109gNyr�1, or roughly
15% of the total export of organic nitrogen to the ocean.

Together, the large amount of inorganic nitrogen entering the bay from the rivers coupled with the large
amount of organic nitrogen exiting the bay through the bay mouth is indicative of a system characterized
by a positive net ecosystem production (NEP= 74± 23× 109 gN yr�1). This is consistent with other studies,
which have similarly reported that the Chesapeake Bay acts as a net autotrophic estuary with production
of organic nitrogen exceeding the loss of organic nitrogen due to remineralization processes [Fisher et al.,
1988; Kemp et al., 1997, 2005].

Our simulated nitrogen budget for 2001–2005 is surprisingly comparable to earlier budgets derived from
observations for both the whole bay [Boynton et al., 1995] and the main stem [Kemp et al., 1997], especially
when considering that these estimates were based on different time periods. These previous observational
estimates were based on data collected sporadically between 1975 and 1990 and thus represent a climatological
estimate of the fluxes from this time period. In contrast, the model was implemented specifically for
the years 2001–2005. Although year-to-year variability was very large during both of these time periods,
estimates of freshwater discharge from DLEM and the CBP Watershed Model (Table 3) both indicate that
the earlier time period had lower freshwater discharge [Yang et al., 2015a]. The DLEM estimates of riverine
dissolved inorganic nitrogen (DIN) input for the earlier time period (84 × 109 g N yr�1) was also substantially
smaller than that computed for the later time period (96 × 109 g N yr�1) [see also Yang et al., 2015b]. This is
primarily a result of the anomalously high riverine discharge in 2003 caused by Hurricane Isabelle: the mean
riverine DIN input computedwithout 2003 (including only 2001, 2002, 2004, and 2005) was only 77×109gNyr�1,

Table 2. Comparison of Chesapeake Bay Nitrogen Fluxes (109 g N yr�1)

Historical Estimates
(1975–1990)

DLEM-ROMS-ECB Modela

(2001–2005)

Total nitrogen input from river 134b

DIN 84 ± 26c 96 ± 50
TON 38 ± 7c 58 ± 22
Burial stem+ tributaries 53b 46 ± 10

stem 21d 22 ± 4
Denitrificatione stem+ tributaries 40b 34 ± 10

stem 23d 22 ± 9
Net ecosystem productionf 54d 74 ± 23
Total nitrogen export to ocean
DIN 3d 8 ± 8
TON 78d 91 ± 36

aFrom this study.
bFrom data-derived estimates of Boynton et al. [1995].
cDLEM estimates based on 1980–1990 periods.
dFrom data-derived estimates of Kemp et al. [1997].
eIncludes both water column and sediment denitrification.
fCalculated from TON budget.
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i.e., less than the DIN input computed
for the earlier time period. Despite the
differences in total riverine discharge
between the earlier (1975–1990) and
later (2001–2005) time periods, the per-
cent DIN of total nitrogen entering the
bay remained at roughly 60% [Boynton
et al., 2008; Yang et al., 2015b].

Despite the different riverine inputs
during these distinct analysis time
periods, the observational-based esti-
mates of estuarine nitrogen fluxes still
fall within the standard deviation of
our simulation-based estimates, demon-
strating the robustness of the nitrogen
budget derived from our modeling sys-
tem. Simulated burial and denitrification
rate estimates were very similar to the
data-derived estimates, with the latter
falling within the standard deviation of
the simulated estimates (Table 2) for
both the main stem [Kemp et al., 1997]
and the bay as a whole [Boynton et al.,
1995]. The advective ocean export fluxes
calculated using the two different meth-
ods (simulated versus climatologically

data derived) were also surprisingly comparable, again especially when considering the significant inter-
annual variability (standard deviations) in the simulated fluxes (Table 2). The net ecosystem production
derived from our ROMS-ECB simulation was calculated to be 5%–9% of total annual primary production,
in excellent agreement with the 8% reported by Kemp et al. [1997]. Finally, although atmospheric nitrogen deposi-
tion and fisheries harvest have not been included in our analysis, these are estimated to represent relatively small
source/sink terms, respectively [Boynton et al., 1995].

4.2. Interannual Variability of Annual Mean Nitrogen Fluxes

The simulated nitrogen fluxes in the bay vary considerably on interannual time scales, as quantified by the high
standard deviations associated with the individual annual mean fluxes discussed above (Figure 11). Although
some interannual variability exists in the wind, precipitation, and radiative forcing, the primary source of this
variability is river discharge. For the 5 years analyzed, the DLEM freshwater river discharge varied by more than
a factor of 2, from a mean of roughly 50 km3 yr�1 over the two lowest flow years (2001–2002) to a mean of
nearly 128 km3 yr�1 over the two highest flow years (2003–2004; Figure 12a). This strong interannual variability
in freshwater discharge estimated by DLEM [Yang et al., 2015a] closely matches (Table 3) that estimated by the
regulatory EPA Chesapeake Bay Watershed Model (CBP WM), which has been well tuned to observations from
USGS gauging stations [Shenk and Linker, 2013]: 2001–2002=56 km3 yr�1 and 2003–2004=122 km3 yr�1

(G. Shenk and K. Hinson, personal communication, 2015).

The strong interannual variability in freshwater discharge entering the bay leads to a similarly strong
interannual variability in dissolved inorganic nitrogen (DIN) and total organic nitrogen (TON) inputs into
the bay (Figures 12b and 13). Specifically, riverine inputs of TON for the high-flow years of 2003–2004
(DLEM: 81 × 109 kg yr�1 and CBP WM: 75 × 109 kg yr�1) are more than twice those of 2001–2002 (DLEM:
38 × 109 kg yr�1 and CBP WM: 32 × 109 kg yr�1), with once again a similar magnitude for both the DLEM
and the CBP WM estimates (Table 3). Both the DLEM and the CBP WM also indicate that the interannual
variability of riverine DIN inputs is strong as well, though this interannual variability estimated by DLEM is
somewhat stronger than that of the CBP WM (Table 3). Between 2001–2002 and 2003–2004, DLEM estimates
a factor of ~2.5 increase in riverine DIN input (Figures 12b and 13).

Table 3. Comparison of Freshwater Discharge (km3 yr�1), DIN Flux
(109 g N yr�1) and TON Flux (109 g N yr�1) to Chesapeake Bay

DLEM
[Yang et al., 2015a]

CBP WMa

[Shenk and Linker, 2013]

Freshwater Discharge
2001 48 55
2002 50 57
2003 144 138
2004 112 106
2005 76 81
Mean 2001–2005 86 ± 41 87 ± 35
Mean 1985–2005 63 ± 22 75

DIN Flux
2001 55 65
2002 61 73
2003 176 120
2004 112 88
2005 80 84
Mean 2001–2005 96 ± 49 86 ± 21

TON Flux
2001 37 32
2002 40 33
2003 87 84
2004 75 67
2005 52 49
Mean 2001–2005 58 ± 22 53 ± 21

aG. Shenk and K. Hinson (personal communication, 2015).
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The impact of interannually varying riverine freshwater discharge and associated nitrogen inputs on nitrogen
fluxes within the bay is strong. Although the magnitude of NEP, denitrification, and burial were higher in
high-flow years and lower in low-flow years, the magnitude of this interannual variability does not vary line-
arly with freshwater discharge (Figure 13). For example, DLEM estimated that the freshwater discharge
increased 160% from the two lowest to the two highest flow years and was associated with a similarly large
(150%) increase in riverine input of DIN; however, the resulting variability in the estuarine biogeochemical
fluxes was considerably smaller. Burial, and denitrification increased by only about 50% (19 × 109 gN yr�1)
and 70% (18 × 109 gN yr�1), respectively, between these pairs of years.

Interannually varying riverine inputs also impact the advective export of DIN and TON to the coastal
ocean. The increase in TON export for the high-flow versus low-flow years was even greater in magnitude
(69 × 109 g N yr�1) than the increase in TON riverine input (43 × 109 g N yr�1). This result, i.e., the fact
that the export of TON increased more than the input of TON, can be explained by examining
the inorganic nitrogen fluxes (Figure 13). Specifically, the increase in DIN export for the high-flow versus
low-flow years was considerably smaller in magnitude (14 × 109 g N yr�1) than the increase in DIN riverine

input (86 × 109 g N yr�1). The remain-
ing excess DIN entering the estuary
that was not exported to the coastal
ocean was either denitrified or trans-
formed into organic nitrogen prior
to export to the continental shelf.
In summary, roughly two thirds of
the excess nitrogen entering the
bay during the high-flow years is
exported to the continental shelf
(mostly in the organic form), while
the remaining third is either denitri-
fied or buried.

Table 4. Comparison of Chesapeake Bay Nitrogen Fluxes and Standard
Deviations (109 g N yr�1) Obtained Using Estuarine Biogeochemical
Model (ROMS-ECB; This Study) and Regional Shelf Biogeochemical
Model [Hofmann et al., 2011]

ROMS-ECB (2001–2005) USECoS (2004–2008)

River input DIN 96 ± 50 82 ± 16
River input TON 58 ± 22 75 ± 16
Burial 46 ± 10 5 ± 1
Denitrification3 34 ± 10 6 ± 1
DIN export to ocean 8 ± 8 49 ± 10
TON export to ocean 91 ± 36 56 ± 11

Figure 13. Nitrogen fluxes from Figure 12 plotted as a function of freshwater discharge.
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4.3. Comparison of Simulated Fluxes With Those From a Continental Shelf Biogeochemical Model

The Chesapeake Bay nitrogen fluxes computed using the ROMS-ECB estuarine model are significantly
different (Table 4) from those computed using a regional biogeochemical shelf model configured for
the mid-Atlantic Bight [Druon et al., 2010; Hofmann et al., 2011; Xiao and Friedrichs, 2014a, 2014b]. The
version of the regional shelf model used here for comparison (Table 4) did not include the estuarine-
specific processes developed for ROMS-ECB (section 2.2) such as light attenuation due to inorganic suspended
solids, estuarine-specific phytoplankton growth rates, water column denitrification, and oxygen limitation of
remineralization. Although the riverine fluxes to the Chesapeake Bay are generally comparable for the two
models during the years examined, the burial and denitrification fluxes computed from the estuarine model
removed nearly an order of magnitude more nitrogen from the bay than did the coastal model (Table 4). In
addition, although the total ocean export of nitrogen was similar for the two models, the estuarine model
exported almost entirely TON and very little DIN. In contrast, the regional shelf model exported nearly equal
amounts of TON and DIN. The critical nitrogen transformations that occur within the estuary [Nixon et al.,
1996] were not successfully represented in the regional model, and thus, this model overestimated the transport
of riverine DIN to the coastal ocean.

The above results demonstrate the importance of resolving estuarine-specific processes in larger-scale regional
models that include estuarine domains. This is specifically critical for regions receiving considerable amounts of
inorganic nutrients and organic matter from estuaries, such as the Mid-Atlantic Bight [Nixon, 1987] and
the Louisiana Shelf [Feng et al., 2012, 2014]. In these regions it will likely be necessary and will certainly
be most efficient to have relatively high-resolution models specifically developed for estuaries nested
inside potentially coarser resolution regional shelf models. Fortunately, many of the critical estuarine
biogeochemical formulations in ROMS-ECB are active only in regions of low dissolved oxygen concentrations
and high inorganic suspended solids. Since these conditions are not generally present in the mid-Atlantic
Bight shelf adjacent to the Chesapeake Bay, the ECB model is likely to successfully reproduce biogeochemical
processes on the outer shelf as well as in the Chesapeake Bay. Research devoted to testing this hypothesis is
currently underway.

5. Summary and Future Work

In this study the interannual variability associated with physical and biogeochemical nitrogen fluxes in
the Chesapeake Bay has been quantified by means of an estuarine biogeochemistry model (ECB)
coupled to a three-dimensional hydrodynamic model (ROMS) and forced by a terrestrial ecosystem
model (DLEM). The estuarine model was based on previous mid-Atlantic Bight models [Druon et al.,
2010; Hofmann et al., 2008, 2011] but was modified to include key estuarine processes including
light attenuation due to inorganic suspended solids, estuarine-specific phytoplankton growth rates,
water column denitrification, and oxygen limitation of remineralization. The ROMS-ECB-DLEM imple-
mentation described here shows significant skill in reproducing the variability of both physical and
biogeochemical fields of the bay when evaluating with in situ and satellite-derived data for a contempor-
ary period (2001–2005). In addition, the nitrogen fluxes computed with this modeling system closely
match mean fluxes derived from historical Chesapeake Bay observations, which is particularly surprising
given the strong interannual variability associated with these fluxes. Although a number of 3-D coupled
estuarine models have been previously implemented in the Chesapeake Bay [Cerco, 2000; Li et al., 2009;
Testa et al., 2014; Xu and Hood, 2006; Scully, 2010, 2013; Luettich et al., 2013], these previous efforts have
been limited to examining one or two specific aspects of estuarine biogeochemistry associated with
nitrogen cycling, such as phytoplankton biomass, dissolved inorganic nutrients, or dissolved oxygen
concentrations. To our knowledge, this is the first time both physical and biogeochemical components
of the complete Chesapeake Bay nitrogen cycle have been investigated in detail using a coupled
hydrodynamic-biogeochemical model.

The continuous 5 year period selected for our analysis incorporated very different hydrological conditions:
dry (2001 and 2002), wet (2003 and 2004), and intermediate (2005). The mean freshwater flow as well as
the DIN and TON riverine fluxes were more than twice as high in these two wet years as compared to these
two dry years. Approximately one third of the excess nitrogen entering the bay during the high-flow years
was denitrified and buried. The remaining two thirds of this excess nitrogen was exported to the continental
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shelf, with most of this being in the organic form. Thus, the increased DIN input to the bay during the
high-flow years was not exported directly as DIN to the coastal ocean but rather was primarily converted
to TON through photosynthesis before being advected out of the bay.

Three-dimensional (3-D) coupled hydrodynamic-biogeochemical models have been widely used in
recent years for the study of marine biogeochemical cycling within ocean margins and provide a useful
tool for examining the transformation of nutrients in coastal regions [Banas et al., 2009; Druon et al.,
2010; Feng et al., 2014; Fennel et al., 2006, 2011; Friedland et al., 2012; Wakelin et al., 2012; Xue et al.,
2013]. However, estuaries, which play an important role in global nutrient cycling, are often poorly
represented in these types of models. Regional- and basin-scale models typically either export riverine
nutrients to coastal waters directly omitting the estuaries altogether or include estuarine regions
but apply biogeochemical models derived for continental shelves to the estuarine domains [e.g.,
Fennel et al. [2006]; Druon et al. [2010]; Hofmann et al. [2008, 2011]]. Here nitrogen exported from
the Chesapeake Bay computed from the estuarine-specific ECB model was compared with a model
developed for the U.S. eastern continental shelf. The significant resulting differences in DIN export
(49 ± 10 × 109 g N yr�1 for the coastal model versus 8 ± 8 × 109 g N yr�1 for the estuarine model) highlight
the importance of carefully resolving estuarine physical and biogeochemical processes in regional- and
basin-scale models.

Although the ROMS-ECB-DLEM simulations documented here closely replicated nitrogen fluxes derived from
observations in the Chesapeake Bay, future efforts will be devoted to further improving the seasonal variability
of organic matter in the bay. These future improvements are listed below, in the order from highest to lowest
priority. First, a reassessment of ISS dynamics is required, as an overestimation of ISS in the upper bay is likely
causing overly strong light attenuation, resulting in an underestimation of the spring bloom in the northern
bay. Second, the incorporation of phosphate limitation, which is known to play an important role in limiting
phytoplankton growth in the upper bay in the spring [Fisher et al., 1992], will improve our simulations of
phytoplankton growth. Third, the ECBmodel currently includes only one type of phytoplankton and zooplankton,
whereas in reality multiple distinct phytoplankton species are present in the bay [Marshall and Nesius, 1996].
Efforts are currently underway to expand the model to include two phytoplankton and two zooplankton
components [Xiao and Friedrichs, 2014a, 2014b], which will also likely improve the model’s ability to reproduce
the correct seasonal variability of organic matter in the bay. Finally, future efforts will be directed toward refining
our representation of pelagic-benthic coupling processes by including a separate sediment digenetic model [e.g.,
Soetaert et al., 2000]. This will allow temporary storage of organic matter in the bay sediments, which will likely
improve our simulations of chlorophyll and PON fields below 10m depth.

Although ROMS-ECB includes a full carbon cycle (not described here), the simulated carbon distributions
have not been fully evaluated with available data within the bay. ROMS-ECB currently uses a relationship
derived from historical USGS Chesapeake river gauge data for the ratio of dissolved inorganic carbon
(DIC) to alkalinity, and applies this to DIC riverine concentrations derived from a terrestrial ecosystem
model; in the future, however, alkalinity will be available from the DLEM simulations directly. In addition,
initial and open ocean boundary conditions for alkalinity and DIC are currently derived from regressions
against temperature and salinity that have been developed for the North Atlantic. In the future initial
conditions will be obtained from measurements of alkalinity and pH (from which DIC can be computed)
from the EPA CBP Water Quality Monitoring Program, and alkalinity and DIC from recent cruises on the
continental shelf [Wang et al., 2013] will be used to better represent outer boundary conditions. The
resulting carbon budget in the bay will be compared to recent data-derived estimates [Herrmann
et al., 2015].

A significant difference between previous Chesapeake Bay model implementations and the modeling
effort described here, is that our river forcing is provided by a process-based terrestrial ecosystem model.
An advantage of linking our estuarine biogeochemistry model directly to such a terrestrial ecosystem
model is that the impacts on estuarine nutrient cycling processes of past and future changes in climate,
land use, and land cover can be examined. Such past and future scenario simulations are currently being
conducted and will be described in follow-up studies. As a result, our linked modeling system will likely
not only benefit future estuarine scientific studies but also support management applications and future
high-stakes decision-making.
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Appendix A: ECB Model Equations

A mathematical description of the biogeochemical source/sink terms for the ECB state variables that
specifically pertain to the nitrogen cycle are summarized here in Tables A1 and A2. Model function
symbols are defined in Appendix Table A3, and parameter definitions and values are provided in the
Appendix Table A4. A complete set of equations for the nitrogen cycle is also provided in electronic
form in the supporting information.

Table A1. State Variable Equations Including All Biogeochemical Source and Sink Terms

Variable (Symbol) Processes Time Rate of Change in Each Term

Phytoplankton (P) Change per unit time = ∂P/∂t =
+ Primary production (← [NH4] + [NO3]) þμ0LI LNO3 þ LNH4ð ÞP

� Exudation (→ [DON]SL) �γμ0LI LNO3 þ LNH4ð ÞP
� Exudation (→ [NH4]) � fNTR þ fDNFð Þωμ0LI LNO3 þ LNH4ð ÞP

�Grazing assimilation (→ Z ) � βgZ

� Fecal pellets from grazing on P (→DL) � (1� β)(1� λ)gZ

� Sloppy feeding (→ [DON]SL) � (1� β)λεgZ

� Sloppy feeding (→ [NH4]) � (1� β)λ(1� ε)gZ
�Mortality (→DS) �mPP

� Aggregation (→DL) � τ(DS + P)P

� Sinking (→ sediment) �wP∂P/∂z
Chlorophyll ([Chl]) Change per unit time = ∂[Chl]/∂t =

+ Primary production ([NH4] + [NO3]→ P) þ ρ Chl½ �μ0 LI LNO3 þ LNH4ð Þ Chl½ �
� Exudation (P→ [DON]SL) �ρ Chl½ �γμ0LI LNO3 þ LNH4ð Þ Chl½ �
� Exudation (P→ [NH4]) �ρ Chl½ � fNTR þ fDNFð Þωμ0LI LNO3 þ LNH4ð Þ Chl½ �

�Grazing (P→ Z +DL + [DON]SL + [NH4]) � gZ/P [Chl]
�Mortality (P→DS) �mP [Chl]

� Aggregation (P→DL) � τ(DS + P)[Chl]
� Sinking (P→ Sediment) �ωP∂[Chl]/∂z

Zooplankton (Z) Change per unit time = ∂Z/∂t =
+ Grazing assimilation (← P) + βgZ

� Excretion (→ [NH4]) � lBM þ lEβ
P2

KPþP2


 �
Z

�Mortality ((→DL) �mZZ
2

Small Detritus (DS) Change per unit time = ∂DS /∂t =
+Mortality (← P) +mPP

� Aggregation (→DL) � τ(DS + P)DS
� Solubilization (→ [DON]SL) �δNrDSDS

� Remineralization (→ [NH4]) � 1� δNð ÞrDS fNTR þ fDNFð ÞDS

� Sinking (→ sediment) �wS∂DS /∂z
Large Detritus (DL) Change per unit time = ∂DL/∂t =

+ Fecal pellets production (→DL) + (1� β)(1� λ)gZ

+Mortality (← Z) +mzZ
2

+ Aggregation (←DS + P) + τ(DS + P)2

� Solubilization (→ [DON]SL) �δNrDLDL

� Remineralization (→ [NH4]) � 1� δNð ÞrDL fNTR þ fDNFð ÞDL

� Sinking (→ sediment) �wL∂DL/∂z
Semilabile Dissolved Organic
Nitrogen [DON]SL

Change per unit time = ∂[DON]SL/∂t =
+ Exudation (← P) þγμ0LI LNO3 þ LNH4ð ÞP

+ Sloppy feeding (← P) + (1� β)λεgZ

+ Solubilization (←DS +DL) þδN rDSDS þ rDLDLð Þ
� Remineralization (→ [NH4]) � fNTR þ fDNFð Þr DON½ �SL e

κ DON½ �SL T DON½ �SL
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Table A1. (continued)

Variable (Symbol) Processes Time Rate of Change in Each Term

Ammonium [NH4] Change per unit time = ∂[NH4]/∂t =
- Uptake (→ P) �μ0LILNH4P

- Nitrification (→ [NO3]) � nfNTR[NH4]

+ Exudation (← P) þ fNTR þ fDNFð Þωμ0LI LNO3 þ LNH4ð ÞP
+ Sloppy feeding (← P) + (1� β)λ(1� ε)gZ

+ Excretion (← Z) þ lBM þ lEβ
P2

KPþP2


 �
Z

+ Remineralization (←DS +DL) þ fNTR þ fDNFð Þ 1� δNð Þ rDSDS þ rDLDLð Þ
+ Remineralization (← [DON]SL) þ fNTR þ fDNFð Þr DON½ �SL e

κ DON½ �SL T DON½ �SL
Nitrate [NO3] Change per unit time = ∂[NO3]/∂t =

�Uptake (→ P) �μ0LILNO3P
�Water column denitrification (→N2) �ηDNF fDNF; fWC½ �min 1� δNð Þ rDSDS þ rDLDLð Þ þ r DON½ �SL e

κ DON½ �SL T DON½ �SL
� �

+Nitrification (← [NH4]) + nfNTR[NH4]

Oxygen [O2] Change per unit time = ∂[O2]/∂t =

+ Air-sea flux þ vkO2
Δz O2½ �sat � O2½ �� �

+ Primary production ([NH4] + [NO3]→ P) þμ0LI ηO2 :NO3
LNO3 þ ηO2 :NH4

LNH4

� �
P

+ excess-based production ([CO2]→ P) þγCηC:Nμ0LI 1� LNO3 � LNH4ð ÞP
�Nitrification ([NH4]→NO3]) � 2fNTRn[NH4]

� Exudation (P→ [NH4]) �ηO2 :NH4
fNTRωμ0LI LNO3 þ LNH4ð ÞP

� Excretion (Z→ [NH4]) �ηO2 :NH4
lBM þ lEβ

P2

KPþP2


 �
Z

� Sloppy feeding (Z→ [NH4]) �ηO2 :NH4
1� βð Þλ 1� εð ÞgZ

� Remineralization (DS→NH4]) �ηO2 :NH4
fNTR 1� δNð ÞrDSDS

� Remineralization (DL→ [NH4]) �ηO2 :NH4
fNTR 1� δNð ÞrDLDL

� Remineralization ([DON]SL→ [NH4]) �ηO2 :NH4
fNTR r DON½ �SLe

κ DON½ �SL T DON½ �SL
Inorganic suspended solid [ISS] Change per unit time ∂[ISS]/∂t =

� Sinking (→ sediment) �wISS∂[ISS]/∂z

Table A2. Biogeochemical Source/Sink Terms at the Bottom (Sediment) Boundary

Variable Processes Time Rate of Change in Each Term

Small Detritus (DS) Change per unit time = ∂DS/∂t|z = H =

+ total organic matter (DL +DS + P→DS) þϕ1
Δz FTON

Semilabile Dissolved Organic
Nitrogen [DON]SL

Change per unit time = ∂[DON]SL/∂t|z = H =

+ Remineralization of unresuspended and unburied through coupled
nitrification and denitrification (DL +DS + P→ [DON]SL)

þγ BDON½ �SL
1�ϕ1ð Þ 1�ϕ2ð Þ

Δz FTON 1þ 3LBO2ð Þ

Ammonium [NH4] Change per unit time = ∂[NH4]/∂t|z = H =

+ Remineralization of unresuspended and unburied through coupled
nitrification and denitrification ((DL +DS + P→ [NH4])

þηNF=DNF
1�ϕ1ð Þ 1�ϕ2ð Þ

Δz FTON 1þ 3LBO2ð Þ

Oxygen [O2] Change per unit time = ∂[O2]/∂t|z = H =

+ Remineralization of unresuspended and unburied through coupled
nitrification and denitrification

�ηO2 :NF=DNF
1�ϕ1ð Þ 1�ϕ2ð Þ

Δz FTON 1� LBO2ð Þ

Inorganic suspended solid [ISS] Change per unit time = ∂[ISS]/∂t|z = H =

+ Resuspended inorganic matter ξ(Γ|z = H� Γc)
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Table A3. Definitions of Functions Used in State Variable Equations

Symbol Description Equation Units

FTON Flux of total organic matter reaching to the bottom wPPjz¼H þ wDSDSjz¼H þ wDLDLjz¼H mmol Nm�2 d�1

FBC Flux of total organic carbon in the sediment
ηC:NwPPjz¼HþηCB :NB wDS DSjz¼H

þwDL DLjz¼Hð Þ½ ��12�365

1000 g Cm�2 yr�1

I Photosynthesis available radiation I0 � PARfrac � ezKD Wm�2

KD Light attenuation 1.4 + 0.063[TSS]� 0.057S m�1

If 1.4 + .063[TSS] – 0.057S< 0, then

0.04 + 0.02486[Chl] + 0.003786{0, 6.625 ([DON]SL + [DON]RF)� 70.819}max

LBO2 Bottom oxygen limitation factor
KBO2 O2sat jz¼H�O2 jz¼Hð Þ
KBO2þO2 jz¼Hð ÞO2sat jz¼H

dimensionless

LI Photosynthesis-light (P-I) relationship αIffiffiffiffiffiffiffiffiffiffiffiffi
μ2
0þα2 I2

p dimensionless

LNO3 Nitrate uptake limitation with ammonium inhibitor
NO3

KNO3þNO3

1
1þNH4=KNH4

dimensionless

LNH4 Ammonium uptake limitation
NH4

KNH4þNH4
dimensionless

TSS Total suspended solid TSS ¼ ISSþ ηC:N
PþZþDSþDL

1000 �12 g m�3

fNTF Oxygen limitation for nitrification
O2

O2þKNTR
dimensionless

fDNF Oxygen limitation for denitrification
KDNF

O2þKDNF
dimensionless

fWC Nitrate limitation for nitrification
NO3½ �

NO3½ �þKWNO3
dimensionless

g Zooplankton grazing rate gmax
P2

KPþP2
day�1

n Nitrification rate nmax 1� 0;
I�INTR

KIþI�INTR

h i
max

� 

day�1

vkO2 Gas exchange coefficient vkO2 ¼ 0:31u210
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
660=Sco2

p
m/s

ScO2 is the Schmidt number [Wanninkhof, 1992]
u10 is the wind speed 10m above the sea surface

Γ Bottom shear stress
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ2bx þ τ2by

q
Pa

ρ[Chl] Fraction of phytoplankton growth devoted
to chlorophyll synthesis

θmaxμ0LI LNO3þLNH4ð ÞP
αI Chl½ � dimensionless

ϕ1 Resuspension fraction Γ
Γc

dimensionless

ϕ2 Burial efficiency 0:092F0:5797BC ; 0:75
� �

min dimensionless
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Table A4. Definitions of Biogeochemical Parameters Used in State Variable Equationsa

Symbol Description Value Units

INTR Threshold for light inhibition of nitrification 0.0095 Wm�2

KBO2 Half saturation for bottom denitrification switch 26.5 mmol Om�3

KDNF Half-saturation constant for water column denitrification 1 mmol Nm�3

KI Light intensity at which the inhibition of nitrification is half saturated 0.1 Wm�2

KNH4 Half-saturation constant for ammonium uptake 0.5 mmol Nm�3

KNO3 Half-saturation constant for nitrate update 0.5 mmol Nm�3

KNTR Half-saturation constant for water column nitrification 1 mmol Nm�3

KP Half-saturation concentration of phytoplankton ingestion 2 (mmol Nm�3)2

KWNO3 Half saturation for water column NO3 uptake shut down 3 mmol Nm�3

PARfrac fraction of light that is available for photosynthesis 0.43 dimensionless
gmax Zooplankton maximum growth rate 0.3 day�1

lBM Zooplankton basal metabolism 0.1 day�1

lE Zooplankton specific excretion rate 0.1 day�1

mP Phytoplankton mortality 0.15 day�1

mz Zooplankton mortality 0.025 day�1

nmax Maximum rate of nitrification 0.05 day�1

r DON½ �SL Remineralization of semilabile dissolved organic nitrogen 0.00765 day�1

rDL Remineralization of large detritus 0.2 day�1

rDS Remineralization of small detritus 0.2 day�1

wISS Inorganic suspended solid sinking velocity 2.0 m d�1

wL Large detritus sinking velocity 5 md�1

wP Phytoplankton sinking velocity 0.1 m d�1

wS Small detritus sinking velocity 0.1 m d�1

Γc Critical stress 0.05 Pa
α Initial slope of the P-I curve 0.065 W�1m2 d�1

β Zooplankton nitrogen assimilation efficiency 0.75 dimensionless
γ Phytoplankton exudation rate of semilabile DON 0.04 dimensionless
γc Parameter of carbon excess-based DOC exudation 0.2 dimensionless
γ BDON½ �SL Fraction of bottom semilabile DON produced through coupled nitrification and denitrification 0.01 dimensionless
δN Fraction of detritus solubilization to DON 15% dimensionless
ε Fraction of semilabile DON to total DON within the phytoplankton cell 0.15 dimensionless
ηC : N Phytoplankton carbon:nitrogen ratio 106/16 mol C/mol N
ηCB :NB

Bottom small and large detritus carbon:nitrogen ratio 9.3 mol C/mol N
ηDNF Stoichiometry for remineralization via denitrification 84.8/16 dimensionless
ηNF/DNF Stoichiometry for remineralization via coupled nitrification and denitrification 4/16 dimensionless
ηO2 :NO3

Stoichiometry for O2 produced when consuming 1 more of nitrate 138/16 (mmol Om�3)
(mmol Nm�3)�1

ηO2 :NH4
Stoichiometry for O2 produced when consuming 1 more of ammonium 106/16 (mmol Om�3)

(mmol Nm�3)�1

ηO2 :NF=DNF Stoichiometry for O2 used when consuming 1 more of ammonium in coupled nitrification/denitrification
process

115/16 (mmol Om�3)
(mmol Nm�3)�1

θmax Maximum chlorophyll to phytoplankton ratio 0.02675 (mg Chl)(mg C)�1

κ DON½ �SL Temperature dependency remineralization of semilabile DON 0.07 (°C)�1

λ Fraction of DON to TON [DON+ PON] within the phytoplankton cell 0.71 dimensionless
μ0 Phytoplankton growth rate 2.15 day�1

ξ Erosion rate of ISS 4320 gm�2 d�1 Pa�1

τ Aggregation parameter 0.005 day�1

ω Phytoplankton exudation rate of labile DON 0.03 dimensionless

aDOC = dissolved organic carbon.
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