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ABSTRACT Single-molecule total internal reflection fluorescence (TIRF) microscopy constitutes an umbrella of powerful
tools that facilitate direct observation of the biophysical properties, population heterogeneities, and interactions of single bio-
molecules without the need for ensemble synchronization. Due to the low signal/noise ratio in single-molecule TIRF micro-
scopy experiments, it is important to determine the local background intensity, especially when the fluorescence intensity
of the molecule is used quantitatively. Here we compare and evaluate the performance of different aperture-based background
estimators used particularly in single-molecule Férster resonance energy transfer. We introduce the general concept of
multiaperture signatures and use this technique to demonstrate how the choice of background can affect the measured
fluorescence signal considerably. A new, to our knowledge, and simple background estimator is proposed, called the local
statistical percentile (LSP). We show that the LSP background estimator performs as well as current background estimators
at low molecular densities and significantly better in regions of high molecular densities. The LSP background estimator is thus
suited for single-particle TIRF microscopy of dense biological samples in which the intensity itself is an observable of the

technique.

INTRODUCTION

Single-molecule total internal reflection fluorescence
(TIRF) microscopy constitutes a powerful toolbox for
studying the molecular biophysics and nanoscale interac-
tions of biomolecules at the single-molecule level (1-3).
In this technique a fluorescence microscope is used to re-
cord, track, and quantify the fluorescence signal of single
isolated molecules, providing a means to observe molecular
properties that are otherwise hidden behind an ensemble
mean.

One technique that exploits the ability to measure fluores-
cence intensities of single isolated molecules is single-
molecule Forster resonance energy transfer (smFRET),
which can be implemented using TIRF microscopy
(1,4-6). In smFRET, two fluorophores that are capable of
exchanging excitation energy by FRET are attached to the
biomolecules of interest. The measured fluorescence inten-
sity ratio of the two dyes reflects the efficiency of energy
transfer and is used as a measure of the interdye distance,
which is typically on a 2-10 nm length scale. Since the
obtained distance information represents the relative dis-
tance between the two labeling sites, this technique reports
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on the presence of both static and dynamic molecular states.
Surface immobilization further allows molecules to be
monitored during extended periods of time covering up to
minutes and even hours. The resulting FRET time traces
of each molecule can reveal information about molecular
conformations, sample heterogeneity, and transitional state
dynamics (7,8).

In many single-molecule fluorescence microscopy tech-
niques, a correct measure of the local background intensity
is of ultimate importance due to the low signal/noise ratio in
such experiments (9). The measured molecule intensity
signal is influenced by both fluctuations in camera shot
noise (Poisson distributed) and photons coming from
sources other than the molecule of interest, which is referred
to as the background intensity (2). The background intensity
can be affected considerably by a number of global and local
effects, including inhomogeneous or fluctuating laser spot
profiles and crowded molecular environments (10,11).
Particularly in dense samples, photons coming from neigh-
boring molecules may contribute substantially to the
background intensity. This problem is demonstrated by
comparing the FRET traces of the same molecule obtained
using five different background estimators (Fig. 1, vide
infra), four of which have been used in previous studies to
estimate the fluorescence background intensity in smFRET
TIRF microscopy.
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FIGURE 1

Five different background estimators applied to the same molecule (experimental data). (@) Gaussian profile fitting-based background esti-

mator. The inset shows an example of the result of a profile fit. (b—e) Aperture-based background estimators. The background aperture (highlighted ring
in the upper-left inset in (b) showing donor and acceptor fluorescence spots (fop and bottom images, respectively)) overlaps a neighboring molecule in
the donor channel. Traces shown are the raw background-uncorrected donor intensity (green), raw acceptor intensity (red), backgrounds (black), and
FRET efficiencies (blue). The FRET histograms (bottom) only include frames until bleaching of the acceptor. The donor bleaches at 142 s and the acceptor
bleaches at 122 s. Aperture-based background intensities were determined using (b) the local mean background, (c) the intensity after bleaching, (d) the local
median background, and (e) the LSP background. To see this figure in color, go online.

Here, we evaluate the performance of traditional aper-
ture-based background estimators used in SmFRET TIRF
microscopy. We show that in some cases, the choice of
background estimator can have a critical influence on the
observed fluorescence intensity. In particular, we demon-
strate how a popular measure of the local background, the
pixel distribution mean of a local background aperture sur-
rounding the molecule of interest (5,12—15), is considerably
perturbed at high molecular densities where photons coming
from neighboring molecules contribute to the registered
background pixel distribution. For working at high molecu-
lar densities, we propose a new, to our knowledge, simple
background estimator that is based on the Xth percentile
of the local background aperture pixel distribution and
thus is referred to as the local statistical percentile (LSP).
The LSP background estimator is less affected by neigh-
boring molecules compared with the local mean, and the
LSP resembles the value of the mean when there are no
neighbors of the molecule of interest. We show that the
LSP background estimator performs as well as current back-
ground standards at low molecule surface densities and
considerably better at high molecule densities.

MATERIALS AND METHODS
Single-molecule sample

PAGE-grade, purified, single-stranded DNA labeled with either a donor
(Cy3) or an acceptor (Alexa Fluor 647) was purchased from IBA (Gottin-
gen, Germany). The sequence of the donor-labeled strand was 5'-CGC
GTC GGC AGC ATA CAA XAA CCT CAT CGA TAA GAA AGA AAT
AAA GAA GAT CGC, where X marks an amino-modified dT labeled
with Cy3 NHS. The 5’ end was labeled with a biotin, used for surface
immobilization. The sequence of the acceptor strand was complementary
to the donor strand: 5-GCG ATC TTC TTT ATT TCT TTC YTA TCG
ATG AGG TTA TTG TAT GCT GCC GAC GCG, where Y marks an
amino-modified dT labeled with Alexa Fluor 647 NHS. Equimolar stoichi-
ometries of donor and acceptor strands were annealed in TAE buffer
(20 mM Tris/acetate/EDTA) at pH 8.3 and 100 mM KCl (Sigma-Aldrich,
St. Louis, MO).

smFRET microscopy experiments

smFRET experiments were performed using alternating laser excitation as
described previously (6,16). DNA molecules were immobilized via biotin-
streptavidin linkage on a quartz coverglass for prism TIRF microscopy.
Fluorescence was measured using an inverted wide-field optical microscope
and alternate laser excitation at 514 and 630 nm of the donor and acceptor
fluorophore, respectively. Fluorescence movies of several minutes were
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recorded with an electron-multiplying charge-coupled device (EMCCD)
camera (iXon3 897; Andor, Belfast, Northern Ireland) with a 200 ms inte-
gration time per image.

The imaging buffer used in the smFRET experiment was the same as the
annealing buffer but contained in addition an enzymatic oxygen scavenging
system consisting of glucose oxidase (16.67 units/mL; Sigma-Aldrich),
catalase (260 units/mL; Sigma-Aldrich), B-D-(+)glucose (4.5 mg/mL;
Sigma-Aldrich), and (#)-6-hydroxy-2,5,7,8-tetramethylchromane-2-car-
boxylic acid (2 mM, Trolox; Sigma-Aldrich). Halfway through the acquisi-
tion, the imaging buffer was substituted to the annealing buffer to facilitate
bleaching.

Data analysis was performed using the smFRET microscopy software
package iSMS (http://isms.au.dk) (17). Colocalized donor/acceptor fluores-
cence spots were identified. Donor and acceptor intensities of individual
molecules were calculated via aperture photometry using an aperture
centered on the pixel in the spot showing highest intensity, with a width
of 5 pixels and a ring background of 1 pixel width located at a radius of
2 pixels outside the edge of the molecule aperture. The fluorescence inten-
sities depended on the size of the chosen aperture, which did not signifi-
cantly affect the experimentally determined FRET signal, as FRET is a
ratiometric method. Increasing the size of the background ring decreased
the noise level of the background signal but had a negligible effect on
FRET histograms in our conditions. Relative FRET efficiencies were ob-
tained from the donor and acceptor fluorescence intensities after back-
ground corrections as

IFRET

E=——7——
Ieper +v X Ip

M

Here 15 and Igggr denote the fluorescence intensities observed in the donor
and acceptor emission channels, respectively, after donor excitation. The
latter is corrected for direct excitation of the acceptor at the donor excitation
wavelength and leakage of donor emission into the red emission channel us-
ing the approach described by Lee et al. (18) and Margeat et al. (19). The
factor +y corrects for differences in brightness and detection efficiency be-
tween the donor and acceptor fluorophores. SmFRET histograms contain
only data from dual-labeled molecules before fluorophore bleaching. The
correction factors were Agirect = 0.06, Dieaxage = 0.11, and v = 2.5.

Background estimators

The background-corrected fluorescence intensity of the molecule, I orecules
was calculated at each frame as ypiecute = lraw — Ipack- Here, I,y is the total
photon count and /Iy, is the background intensity. /,,,, was determined by
aperture photometry using a disk-shaped aperture (mask) of radius r
centered at the peak coordinates of the molecule, as /,,, = Z:ZI'I, which
is the sum of the photon counts of all npiye1s Within the integration mask.
Five different methods were used to determine Iy, :

1) The local background mean estimator (5,12—15,20) was calculated as
the mean value of the pixel distribution within a local background
aperture:

Izz;fk = npixels * an ([hack,mask)7 (2)

where avg(lpack mask) 18 the average photon count in a local square or ring-
shaped background aperture surrounding the molecule.

2) The intensity after bleaching background estimator (1,5) was calculated
as the mean intensity of the molecule in a time-interval after the mole-
cule has bleached:

15)
2 I
bleach __ Zl:fl !
Ihack - fh—1t ’ (3)

where #; and #, are two time points after the molecule has bleached.
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3) The local median estimator was calculated as the median value of the
pixel distribution within the local background aperture (1,21):

d .
I Ir;:z,‘k = Npixels * median (1 hack,maxk) . (4)

The background aperture was the same as that used for the local mean back-
ground estimator.

4) The LSP was calculated as the Xth percentile of the pixel distribution of
the local background aperture:

111;5(}; = MNpiels * LSP(]baL'k,mask)' (5)

The Xth percentile (0 < X < 100) of a distribution is the smallest value in
the ordered list of distribution values (sorted from least to greatest) such that
X% of the pixels is less than or equal to that value. When X equals 50%, the
LSP is identical to the median.

5) The background-corrected fluorescence intensity of the molecule was
obtained as (15)

Imolerule = 2% Sy % Sy x A (6)

by fitting a two-dimensional (2D) Gaussian function to a small pixel win-
dow of the molecule of interest at each frame. The Gaussian function
was given by

2 2
y

I(x,y) = Axexp| — z—szqtz—sz
X y

+ B, )

where A is the amplitude, B is the background, s, and s, are the Gaussian
widths (standard deviation), and X’ and y’ are given by x' = (x — xo)*
cos(f) — (y — yo) *sin(f) and y' = (x —xo) * sin(f) + (y — yo) * cos(f).
Here, x( and yj, are the center coordinates, and ¢ is the angle of rotation.

The optimization was performed using least-squares fitting, and no fit pa-
rameters were constrained.

Software toolkit with background estimators in
smFRET

All of the background estimators evaluated here, as well as the method of
multiaperture signatures (vide infra), are provided as new toolkits for the
smFRET microscopy software iSMS (see www.isms.au.dk/download). A
protocol for determining the value of X in the LSP model using iSMS is pro-
vided in the documentation of the software at www.isms.au.dk.

Simulations

Simulations of synthetic samples with increasing molecule surface density
were performed using MATLAB R2014b (The MathWorks, Natick, MA).
The (x,y) pixel positions of simulated molecules were randomized using
only the total molecule coverage surface density as the constraint. Pixels
representing molecules were set to an initial value of 500 and subjected
to 2D Gaussian filtering. The resulting molecule point spread function
(PSF) width was 1.2 pixels with an integration aperture width of 5 pixels.
A Gaussian noise profile with a mean level of 10 and a variance of 3 was
added. The simulations shown are the result of 5000 molecules, with a total
movie length of 20 frames. The shown background distributions are the
binned histogram of all background frames of all molecules in the simula-
tion. The true background distribution was simulated by running the same
simulation on a theoretical sample in which all molecules were aligned in a
grid so that each peak did not overlap the background aperture of its neigh-
bors. The background aperture was a ring-shaped mask surrounding the
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molecule at a radius of 2 pixels outside the molecule intensity mask, corre-
sponding to a radius of 5 pixels from the molecule center.

RESULTS AND DISCUSSION

Performance of traditional background
estimators

The choice of background estimator affects the value of the
background-corrected fluorescence intensity of a molecule
(Fig. 1). In many single-molecule techniques, the back-
ground-corrected intensity is obtained by fitting a mathe-
matical model function to the PSF of the molecule
intensity peak, referred to as profile fitting (see (22) and ref-
erences therein). Usually a 2D Gaussian PSF is assumed, in
which case the background-corrected intensity of the mole-
cule is determined directly from the fitted model parameters
(see Fig. 1 a and Materials and Methods section). Another
advantage of using profile fitting is that the Gaussian model
parameters may contain insightful information about the
peak of interest, such the number of molecules within the
spot (15), the subpixel localization of the molecule
(22,23), or the distance from the fluorophore to the surface
of the sample (24). The disadvantage of the PSF estimator is
that it relies heavily on the goodness of the fit, which in turn
relies on start guesses and constraints on model parameters,
the signal/noise ratio of the data, and the presence of mole-
cules close to the molecule of interest. Profile fitting addi-
tionally relies on choosing a proper region of interest
around the molecule to fit (22); the actual PSF of the mole-
cule is not necessarily Gaussian distributed, but is a function
of the optical setup and fluorophore environment (22,23,25).

Aperture-based fluorescence intensities and background
estimators are used, alongside Gaussian profile fitting, in
smFRET TIRF microscopy. A common background esti-
mator is the mean pixel intensity within a local background
aperture surrounding the molecule of interest (Fig. 1 b,
inset) (5,12-15,20). The advantage of the local aperture
mean is that it is simple, fast, and robust when the peak of
interest in the image frame is well isolated from neighboring
peaks (17). In this work, the use of background estimators
based on local apertures was much faster computationally
(by orders of magnitude) than Gaussian profile fitting. The
disadvantage of the local aperture mean is that it is severely
perturbed by the presence of neighboring molecules and
transient background signals in the vicinity of the fluores-
cence peak (Fig. 1 b). This property is due to the intrinsic
dependency of the mean value on statistical outliers
(i.e., photons coming from the neighboring molecule).
Thus, an incorrectly high background is registered for mol-
ecules in which the local background aperture includes pho-
tons coming from neighboring molecules.

A second popular background estimator that circumvents
the problem of the aperture mean is the intensity that remains
after the molecule has bleached (Fig. 1 ¢) (1,5). This back-
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ground estimator is calculated as the mean intensity within
the molecule aperture within a time interval after bleaching.
The advantage of using the intensity after bleaching is that
this value is unperturbed by neighboring molecules and pro-
vides the correct background intensity when there are no
time fluctuations of the background signal. The disadvantage
of this estimator is the requirement of bleaching within the
observable time window and the inability of this estimator
to account for background signals fluctuating in time.

A third, less widely used estimator of background in sin-
gle-molecule TIRF microscopy is the pixel median value of
a local background aperture of the peak (14). The aperture
chosen is either a large pixel window that includes the
peak itself (21) or, as in this work, a ring-shaped aperture
surrounding the molecule of interest. The advantage of the
median statistic is that it is inherently less affected by pixel
outliers and extremes, such as large pixel values resulting
from emitting neighboring molecules, compared with the
distribution mean. For this reason, the median estimator
may capture the value of the background even when there
are one or more molecules surrounding the molecule of in-
terest and included in the background aperture (Fig. 1 d).

The local median background estimator scales
better with molecule surface density

The advantage of a percentile-based background estimator,
such as the median, over a local mean estimator is demon-
strated in Fig. 2. Here, we simulated noisy microscopy
movies of a population of immobilized molecules. The
background intensity distribution of all the frames of all
the randomly distributed molecules in the movie was calcu-
lated using a local background aperture mean and compared
with the same distribution obtained using a median-based
background aperture (Fig. 2 a). We compared the two back-
ground estimators by varying only the molecule surface
density and keeping the background noise and molecule in-
tensities constant. We then compared the background inten-
sity pixel distributions obtained with each of the two
background estimators against the true background intensity
distribution. The true background distribution was calcu-
lated using the same background estimator applied on a
simulated reference sample in which all molecules were
aligned in an ordered point array (Fig. 2 b). For simplicity,
the background noise was assumed to be normally distrib-
uted in the simulations. As a result of this assumption, the
mean and median-based background estimators return the
same value when the molecules are well separated from
each other (Fig. 2 a, upper panel). This feature is not
observed in experiments in which the mean and median
background estimators do not have the same value (vide
infra). However, in conditions of low molecular surface
coverage, the differences between the mean and median
values are relatively small both experimentally and in
test simulations using non-normal distributions. Thus, our
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FIGURE 2 Simulations of background distribu-
tions at increasing molecular surface densities
(simulated data). (a) Background pixel distribu-
tions (left) determined using the local mean
(blue) and local median (red) background estima-
tors, compared with the true distribution (black).
The images show the corresponding molecular sur-
face density, with the density shown in the inset in
units of molecules/(100 x 100 pixels). (b) Calcula-
tion of the true background distribution using a
reference array in which neighboring molecules
do not interact. (¢) Comparison of the squared dif-
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simulations show that mean and median background estima-
tors are influenced differently by the molecule surface den-
sity and coverage.

The advantage of the median-based estimator over the
mean estimator can be seen by comparing the deviation of
the measured background distributions with the true distri-
bution at increasing molecule surface density (Fig. 2 c).
The overall increased deviation at increasing molecule den-
sity results from the fact that the local background aperture
of each molecule is perturbed by photons accumulated from
neighboring molecules. As shown in the figure, the back-
ground determined using a median-based local aperture
scales considerably better than the mean background esti-
mator. In fact, the same background accuracy was achieved
at 3—4 times higher surface density when the median esti-
mator was used compared with the mean estimator. This
is because the median estimator is less affected by extreme
values in the pixel distribution of the background aperture
corresponding to neighboring molecules.

The local median estimator underestimates the
residual background intensity

As shown above, the local aperture median background esti-
mator performs considerably better than the mean back-
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ground estimator when other molecules contribute to the
background pixel distribution in the vicinity of the molecule
of interest (Figs. | and 2). The disadvantage of the median
estimator, however, is that the median pixel distribution
value underestimates the background intensity in regions
with little to no fluorescence signal (Fig. 3 a). This problem
arises because the pixel value distribution of the background
aperture in empty regions in the image is not symmetrically
distributed around the mean, but rather is characterized by a
positive skew resulting from the EM gain of the EMCCD
camera combined with Poissonian shot noise (Fig. 3 b)
(26-28). The distribution skew is a property of the residual
background and thus also contributes to the raw fluorescence
intensity sum of the pixels in the molecule aperture. How-
ever, the skew is not adequately taken into account by the
median background estimator, resulting in a background-
corrected fluorescence signal that is larger than zero in re-
gions where the fluorescence intensity is in fact zero.

Although the disadvantage of the median estimator dis-
cussed above usually has a small effect on molecule fluores-
cence intensity, the underestimated background intensity
can be important in smFRET experiments where the inten-
sity that remains after acceptor bleaching is used to calcu-
late correction factors for cross talk between the donor
and acceptor channels (6,18,19).
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FIGURE 3 Percentile-based background estimators (experimental data).
(a) Background-corrected intensity trace using a median-based background
estimator. Although the molecule bleaches at frame 870, the background-
corrected intensity does not decay to zero, as shown by the binned histo-
gram. The histogram includes frames after bleaching only. (») Background
pixel distribution of a blank region (inset), showing why the background-
corrected intensity in figure (a) does not decay to zero. The background
pixel distribution is characterized by a positive skew resulting in a lower
distribution median value (red) compared with the distribution mean
(black). As a result, the median background estimator underestimates the
background intensity. The histogram bins pixels from 100 frames from
the background aperture. (¢) Squared difference (normalized at 45%) be-
tween the background pixel distribution mean and percentile for five exper-
imental conditions differing in laser intensity and EM gain. The optimal
percentile yields the value that resembles the mean and is generally between
54% and 61% (highlighted interval). The red vertical line denotes the
percentile corresponding to the median value (50%). (d) Background-cor-
rected intensity trace of the same molecule as in (a) but with a percen-
tile-based background estimator (X = 56%). Here, the intensity decays to
zero after bleaching. To see this figure in color, go online.
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LSP background estimator

To address the problems of each of the background estima-
tors described above, we propose a fourth background esti-
mator, referred to as the LSP. The LSP background
estimator is calculated as the Xth percentile of the pixel
distribution of the local background aperture. The optimal
value of X is determined as the background pixel distribu-
tion percentile that is closest to the mean value of the dis-
tribution for an empty pixel window, i.e., a mask
containing little to no fluorescence signal from molecules.
The mask used for the blank distribution could be, e.g.,
the local background aperture of an isolated molecule.
The value of X is also the value that produces an
average background-corrected fluorescence signal of zero
after a molecule has bleached. The value of X only
needs to be calculated for a few molecules in a given
experimental setup. In our tested setups, the optimal
value of X was generally in a narrow range of 54-61%
(Fig. 3 ¢).

Our motivation for introducing the LSP is that similarly
to the median estimator, this statistic is less affected by
population extremes (i.e., photons accumulated from
neighboring molecules) compared with the mean of the
distribution. However, as opposed to the median back-
ground estimator, the LSP is designed to resemble the
mean value of the background pixel distribution when
there are no molecules, thus producing a background-cor-
rected fluorescence signal of zero when there are no emit-
ting molecules (Fig. 3 d). It is noted that for X = 50%, the
LSP is identical to the median estimator, whereas with
increasing values of X the LSP becomes less resilient to
the presence of neighboring molecules compared with the
median.

Multiaperture signatures and performance of
background estimators in common situations

The performance of different background estimators de-
pends on the chosen aperture size. To avoid any effects
from this parameter, we compared the performance and
properties of the mean, median, and LSP background esti-
mators by using multiaperture signatures of molecules typi-
cally encountered in smFRET (Fig. 4). We calculated these
multiaperture signatures by systematically varying the aper-
ture size of the molecule and observing the concomitant
change in the determined background-corrected intensity
and associated background. Here, the aperture size was
defined as the width of the inner molecule aperture disk
while the background aperture ring was located 1-2 pixels
outside the molecule aperture (Fig. 4 a). When the size of
the aperture increases, the background-corrected intensity
increases simply because more photons are included in the
aperture (Fig. 4 b, middle). At the same time, the back-
ground decreases because fewer photons coming from
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the molecule are included in the background aperture
(Fig. 4, b and c, bottom).

For single isolated molecules, the background-corrected
intensity should reach a plateau when the aperture size in-
creases, i.e., when all photons coming from the molecule
are included in the aperture. This plateau is observed for
the intensity determined using the mean and LSP back-
ground estimators (Fig. 4 b, blue and red). The intensity
calculated using the median background estimator, on the
other hand, does not reach a plateau (Fig. 4 b, green).
This observation is a direct result of the median background
estimator underestimating the residual background as dis-
cussed above.

In situations where photons coming from neighboring
molecules are included in the background aperture, the me-
dian and LSP background estimators perform considerably
better than the mean estimators (Fig. 4 ¢). The presence of
neighboring molecules is observed as a spike as the
background aperture overlaps the neighboring molecule
(Fig. 4 ¢, blue). The intensity determined using the mean
background estimator is considerably perturbed when the
aperture size is located at the spike (Fig. 1 b). This spike
is not seen in either the median or the LSP background es-
timators, both of which exclude the high-intensity pixel ex-
tremes in the background pixel distribution (Fig. 4 ¢, green
and red).

It is noted that the method of multiaperture signatures
provides a general, in-depth characterization of individual
spots observed in single-molecule TIRF microscopy. In
particular, the characteristic features of multiaperture signa-
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FIGURE 4 Comparison of the performance of
the local mean, median, and LSP background esti-
mators in different molecular environments (exper-
imental data). (a) Schematic representation of the
molecule aperture and the background aperture sur-
rounding the molecule. The aperture width is the
width of the inner aperture. (b and ¢) Multiaperture
signatures of representative molecules with varying
local density. The corrected intensity is the back-
ground-subtracted donor intensity until the time
of bleaching as a function of the molecule aperture
size. The background is the total donor background

«10% intensity until the time of bleaching. (b) Single iso-

lated molecule. (¢) Molecule in regions where a
neighbor is located within a distance of 5-10 pixels
from the molecule of interest. In both cases, the
aperture is centered on the highest-intensity pixel
in the spot of the molecule under consideration.
To see this figure in color, go online.

Aperture width /pixels

tures suggest that multiaperture signatures can be used for
quality control and automated sorting of smFRET data.

Dependency of the smFRET histogram on the
choice of background estimator

Although the background estimators performed almost
equally well in sparse regions, the choice of background
estimator was important in dense sample regions. To illus-
trate this, we compare the smFRET distributions of a
population of DNA molecules using the five different back-
ground estimators, including both profile fitting and aper-
ture-based photometry (Fig. 5). To facilitate a proper
comparison of the background estimators, all of the shown
histograms were calculated on the same set of samples but
in regions of different surface density. In regions of low
surface density, where molecules are separated by a distance
larger than the radius of the background aperture, the
resulting FRET distributions obtained using the five
different background estimators display a similar appear-
ance (Fig. 5, a, left, and b, open circles). In regions of
high molecule surface density, where photons from neigh-
boring molecules contribute to the counts registered by the
background aperture, the smFRET distributions are clearly
influenced by the choice of background estimator in both
the peak FRET efficiency and the width of the distribution
(Fig. 5 a). The smFRET distributions of molecules located
in sparse and dense regions differ considerably more when
the mean background estimator is used compared with the
other estimators (Fig. 5 a, right, and b, closed circles).
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The smFRET distribution determined using the local mean
background estimator is generally broader in denser regions
and is centered at a higher FRET efficiency compared with
the histogram for molecules in sparse regions, as shown by
the normal distribution fits (Fig. 5 b). The intensity-after-
bleaching estimator generates the narrowest FRET distribu-
tion as a result of this estimator corresponding to a constant
background throughout the time trace of each molecule.

CONCLUSIONS

We have compared and evaluated different estimators of the
background intensity in single-molecule TIRF microscopy.
If the background does not change over time and the mole-
cule bleaches within the observation time window, the inten-
sity that remains after molecule bleaching is a robust
measure of the background. In situations where it is not
possible to apply this estimator (e.g., tracking experiments
(29), backgrounds that fluctuate in time, and molecules
that do not bleach), we suggest that an optimal percentile
of the pixel distribution of a local background aperture of
the intensity peak is a simple, fast, and robust alternative
to current background standards. At low molecule densities,
this LSP estimator performs as well as current estimators,
and it performs considerably better in dense regions of
molecules.

In this work, multiaperture signatures were introduced as
a general tool and provided insight into the performance of
different background estimators in common situations
found in SmFRET. We compared the effects of different
background estimators in SmMFRET TIRF microscopy and
found that the choice of background influenced the
measured FRET efficiency for molecules located in regions
of high molecule surface density.
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