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Heart failure (HF) is a chronic disease characterised by poor quality of life, recurrent hospitalisation and high mortality. Adherence of patient to
treatment suggested by the experts has been proven a significant deterrent of the above-mentioned serious consequences. However, the non-
adherence rates are significantly high; a fact that highlights the importance of predicting the adherence of the patient and enabling experts to
adjust accordingly patient monitoring and management. The aim of this work is to predict the adherence of patients with HF, through the
application of machine learning techniques. Specifically, it aims to classify a patient not only as medication adherent or not, but also as
adherent or not in terms of medication, nutrition and physical activity (global adherent). Two classification problems are addressed: (i) if
the patient is global adherent or not and (ii) if the patient is medication adherent or not. About 11 classification algorithms are employed
and combined with feature selection and resampling techniques. The classifiers are evaluated on a dataset of 90 patients. The patients are
characterised as medication and global adherent, based on clinician estimation. The highest detection accuracy is 82 and 91% for the first
and the second classification problem, respectively.
1. Introduction: Heart failure (HF) is a chronic, progressive
disease that affects 26 million people globally. The number
increases by 3.6 million every year [1]. HF affects mainly older
adults that are frequently hospitalised. The increasing incidence
of HF is a considerable economic burden, taking into account
that the annual cost of HF is ∼6000€ per person per year,
whereas the hospitalisation cost is more than 9000€ [1].
HF hospitalisation can result from a variety of reasons, among

which medication non-adherence is the most important [2]. A lot
of studies have focused on medication non-adherence and investi-
gated this factor. Medication non-adherence can be utilised as the
best predictor of hospitalisation in HF patients [3]. Medication ad-
herence can be a result of a variety of self-care behaviours including
adherence to suggested treatment regimens, symptom monitoring
and management that can prevent HF events and improve the
patient’s condition. Recent studies showed that the medication non-
adherence rates are between 40 and 60% in HF patients [3, 4].
However, the optimal management of HF patients requires the

patient to be adherent, not only to medication treatment, but also
to the guidelines/suggestions, provided by the health care profes-
sional, related to nutrition and physical activity exercising. Patient
adherence, in general, is a multifactorial problem and there are
several factors that adherence can be influenced by such as: (i)
social and economic dimensions, (ii) health care system, (iii)
patient health condition including New York Heart Association
(NYHA) class and the presence of other comorbidities, (iv) sug-
gested therapy, (v) knowledge about disease and (vi) patient-related
factors. Specifically, education showed a positive influence on ad-
herence, since patients with low-educational level face difficulties
in understanding the medication instructions [5, 6]. The duration
of the therapy, the frequency and the intake of different medications
have a negative influence in patients with chronic diseases [6, 7].
Patients of higher or middle age seem to be less adherent [5, 8].
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In addition, gender, personality and mental comorbidities influence
adherence rates [9].

For the measurement of adherence, direct and indirect methods
have been implemented. Measurements of drug levels in plasma
and urine belong to direct methods, whereas pill counts and self-
reported questionnaires for estimating medication adherence [10]
are indirect methods. The Medication Event Monitoring System
(MEMS) is currently considered as the gold standard for medication
adherence. It is an electronic ‘umbilical cord’ that tracks the dates
and times of bottle cap openings of patient’s medication. MEMS
is a mean of checking and ensuring that the patient perceives the
prescribed drugs.

Taking into account the above-mentioned facts, numerous
studies approached medication non-adherence, through the
identification of modifiable factors associated with medication
non-adherence and the development of models aiming to predict
adherence in adults with HF.

Riegel and Knafl [3] utilised adaptive modelling methods and
examined patterns of medication adherence in HF patients, assum-
ing that poor medication adherence is related to 6 months hospital-
isation. Knafl and Riegel [11] used the MEMS to assess a wider
variety of condition, as well as patient factors, to improve the
ability of identifying those that contribute to poor medication adher-
ence, and thus increase the risk for hospitalisation. They showed
that a high number of comorbidities, daily medications and bad
sleep quality are most probable for poor medication adherence.
Hajduk et al. [12] focused on hospitalised HF patients and
studied the association between cognitive impairment and adher-
ence. The analysis showed that screening for memory impairment
in HF patients could assist in identifying the high-risk non-adherent
patients. Mathes et al. [13] showed that some consistent factors, that
have a negative influence on adherence, are the ethnic minority, the
unemployment and the medication cost. Dickson et al. [14]
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analysed data from a cohort of HF patients to recognise differences
in predictors of medication non-adherence by racial group and
showed that interventions for addressing specific risk factors
among black HF patients are required. Aggarwal et al. [15] per-
formed a pilot study with the aim to receive feedback for the
design of educational interventions for HF patients to improve
medication adherence. Juarez et al. [16] conducted an analysis of
data from the Practice Variation and Care Outcomes study, investi-
gating if demographic or behavioural factors are related to the prob-
ability of categorising the HF patients in different adherence groups.
Son et al. [17] employed two support vector machines (SVMs) to
predict medication adherence. The input of the two SVMs is a set
of five and seven predictor variables selected through the applica-
tion of a feature selection (FS) process to a set of 11 features,
which according to the literature affect patients’ medication adher-
ence. In HEARTEN project [18], adherence is addressed by two
different modules of the HEARTEN knowledge management
system, adherence risk module and treatment adherence module.
Adherence risk module provides an estimation of the adherence
of the patient allowing the experts to focus to this specific patient.
Specifically, the expert is informed whether a new patient is
likely to be adherent or not and in which adherence group this
patient belongs to (e.g. low adherence, medium adherence and
high adherence). Treatment adherence module checks if the
patient is adherent or not to the guidelines provided by the
experts regarding the medication, the nutrition and the physical
activity.

The already available approaches for patient adherence in HF
focus mainly on examining and correlating the factors that influence
the levels of patient adherence. From these studies, only Son et al.
[17] examined which of these factors can act as predictors of medi-
cation adherence in the HF patients through the utilisation of SVM
classifier. HEARTEN adherence risk module predicts not only
medication adherence of the patient, but also of the global adherence
of the patient.
2. Materials and methods: Two classification problems are
addressed: (i) if the patient is global adherent or not and (ii) if the
patient is medication adherent or not. To achieve this, a three
stages method is proposed, as depicted in Fig. 1. A detailed
description of these stages follows.
Fig. 1 Flowchart for the prediction of adherence of the patient

166
& The Institution of Engineering and Technology 2016
The first stage focuses on the removal of features that present
high percentage of missing values. The second stage aims to iden-
tify predictors of adherence/non-adherence of the patients. The third
stage is the core stage of the proposed method, since it informs the
medical experts if the patient is adherent or not.

2.1. Dataset: For the evaluation of the classifiers, retrospective data
from 90 patients are utilised. The data were provided by the second
Department of Cardiology, University Hospital of Ioannina.
Patients: (i) who have been diagnosed with HF (Framingham
criteria) with continuous symptoms and frequent recurrence, (ii)
who have HF in the functional NYHA II–IV classes with optimal
treatment (angiotensin converting enzyme inhibitors, sartanes,
beta-blockers, furosemide, spironolactone and/or digoxin), (iii)
with a recent hospitalisation, emergency admission or specialised
consultation (at least one in the last six months) for
decompensated HF, disregarding the fraction of ejection and any
etiology, (iv) who, at least, have undergone in the last 12 months
one electrocardiogram and HF compatible symptoms, are
included in the Letter. Patients under 18 years old, with very
severe HF or in situation of biological termination, with morbid
obesity (body mass index. larger than 40), with advanced chronic
kidney failure (glomerular filtration rate under 30 ml/min) are
excluded.

Patients are characterised as adherent or not, based on clinician
estimations. They are characterised in terms of adherence: (i) to
the guidelines provided by the clinician (global adherence) and
(ii) to the suggested medication treatment. More specifically, from
the 90 patients: (i) 61 are characterised as adherent and 29 patients
as non-adherent, whereas (ii) 74 patients are characterised as medi-
cation adherent and 16 patients as non-medication adherent. The
data are collected during the retrospective phase of the
HEARTEN project.

The features that are recorded for each patient can be grouped to
the following six categories: (i) general information (age, gender
and caregiver), (ii) allergies and (iii) medical condition, which
includes information regarding the KILLIP classification, the
NYHA class, the smoking habit, the alcoholism habit, of the
patient, as well as, the presence or not of comorbidities, (iv)
drugs (the active substances, the dose and the frequency of
intake), (v) biological data related with HF disease and (vi) clinical
examinations (left bundle branch block or intraventricular delay,
left ventricular ejection fraction). Totally, 100 features are recorded
for each patient that according to the literature are correlated,
positively or negatively, with patient adherence.

These six categories of features are related to the third (patient
health condition including NYHA class and the presence of other
comorbidities), the fourth (suggested therapy) and the sixth
(patient-related factors) group of factors affecting adherence, as
mentioned in Section 1. Data about social and economic dimen-
sions, health care system and knowledge of patient about the
disease will be collected during the prospective phase of the
HEARTEN project.

2.2. Data cleaning: Features with more than 60% of missing values
are removed since imputation of missing values cannot be
performed due to the nature of data. A set of 80 features are
retained.

2.3. Feature selection: To ensure the independence of the selected
features from the learning algorithm and to evaluate the worth of the
extracted features, a filter approach is employed. More specifically,
Info Gain, Gain Ratio, Symmetrical Uncertainty, Relief-F, One-R
and Chi-squared FS measures are employed [19–24].

2.4. Classification: Adherence estimation is expressed as a
two-class classification problem. About 11 classifiers are
employed: (i) random forests (RFs) [25], (ii) random tree (RT)
Healthcare Technology Letters, 2016, Vol. 3, Iss. 3, pp. 165–170
doi: 10.1049/htl.2016.0041



[25], (iii) logistic model trees (LMTs) [26, 27], (iv) J48, [28], (v)
rotation forest [29], (vi) SVM [30–32], (vii) radial basis function
network (RBF network) [33], (viii) Bayesian network (Bayesnet)
[34], (ix) Naive Bayes [35, 36], (x) multiple layer perceptron
(MLP) [37, 38] and (xi) simple classification and regression tree
(simple CART) [39].
RFs belong to the category of ensemble classifiers since it is com-

posed of many decision trees. Each tree votes for one of the classes.
The final classification of a sample derives from a majority voting
procedure. More specifically, the class that collects the majority
of tree votes is the predicted class of the classified sample. Each
tree of the forest is built to the maximum size without pruning,
using a new subset of samples selected from the dataset. At each
node of the tree, a subset of features is employed. The square
root of the number of features of the dataset equals to the cardinality
of this subset of features. The number of selected features remains
constant throughout the construction of the forest. To determine the
best split attribute for each node of the tree, the Gini index is
employed. Each tree of the forest is tested on the samples that are
not selected for its construction. These samples constitute the
so-called out-of-bag (OOB) samples while OOB error is the error
of the tree using these samples.
RT follows the procedure of the construction of a single tree of

the RFs described previously.
LMTs are classification trees with logistic regression functions at

the leaves. Linear logistic regression and tree induction classifica-
tion schemes are combined. The LogitBoost algorithm consists of
two major steps. First, it produces a logistic regression model for
each node of the tree. Second, the node is split using the C4.5 cri-
terion. For each LogitBoost invocation, the results of the parent
node are employed. Finally, the tree is pruned using CART-based
pruning.
J48 constructs a decision tree using C4.5 tree inductive

algorithm. It splits each node of the tree using the attribute with
the highest normalised information gain and then it recurs on the
smaller sub-lists. If all samples belong to the same class, it
creates a lead node that selects the specific class. In case the features
do not fulfil the splitting criterion, it creates a decision node higher
up the tree, using the expected values of the class. This procedure is
performed also in case an instance of previously unseen class is
encountered.
Rotation forest, a modification of the RFs algorithm, employs a

linear combination of features in each splitting node. More specif-
ically, principal component analysis is used in each one of the r
subsets in which the feature set is randomly split. All the principal
components are retained and the new extracted feature set is created.
The data is transformed linearly into the new features. Through this
new dataset, a tree classifier is trained. For the construction of the
trees, the J48 algorithm is used.
SVM is a supervised learning method which is utilised for classi-

fication. SVM is based on the definition of an optimal hyperplane,
which separates the training data between the classes. The hyper-
plane is defined so that simultaneously the expected risk is mini-
mised and the distance of the data points from the linear decision
boundary is maximised. This to be achieved, support vectors are
used. The computations in the feature space are simplified
through the kernel function that is used. The kernel function must
satisfy the Mercer’s conditions.
RBF network constructs a normalised Gaussian RBF network.

RBF network consists of: (i) an input vector, (ii) a layer of RBF
neurons and (iii) an output layer with one node per category or
class of data. A measure of similarity between the input and its
prototype vector is computed in each RBF neuron. There are a
variety of similarity functions that can be chosen, but the most
popular is based on the Gaussian.
Bayesian networks are utilised for automatically representing

domain knowledge along with data-driven probabilistic depen-
dences for the variables of interest. A Bayesian network is a
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directed acyclic graph. The structure of the graph is defined by
two sets: (i) set of nodes and (ii) set of directed edges. In each
node of the graph a set of random variables is assigned, while the
edges of the graph represent direct dependence among the variables.

Naive Bayes is a supervised learning approach that uses the prob-
abilities of each attribute belonging to each class to make a predic-
tion. The calculation of probabilities is simplified under the
assumption, made by the Naive Bayes algorithm. According to
this assumption, the probability of each attribute belonging to a
given class value is independent of all other attributes.

MLP is a network that uses backpropagation to classify instances.
It is organised in the following layers: (i) input layer, (ii) hidden
layers and (iii) output layer. Each layer is constructed by a
number of nodes, which have an activation function. The samples
of the dataset are presented to the network through the input
layer, the sample is processed to the hidden layers and the decision
is given to the output layer.

Simple CART is a non-parametric binary decision tree learning
technique. Measure of impurity depends on the nature of the fea-
tures (categorical or continuous). Stopping criteria may concern
the structure of the node (size, purity, values of predictors etc.)
and the structure of the tree (depth). Once the growing process is
completed, pruning process starts. CART algorithm handles
missing values by utilising ‘fractional instances’ method or surrogate
split method.

The implementation of the classifiers, provided by the Weka soft-
ware (http://www.cs.waikato.ac.nz/ml/weka/index.html), is employed.
More specifically, version Weka 3.6.13 of the software is utilised.
The default values of the parameters have been used for every
one of the above-mentioned classifiers and no optimisation procedure
has been applied.

3. Results: The proposed method is evaluated using a dataset of 90
patients. For each patient 100 features, described in Section 2.1, are
recorded. The feature vector of each patient is augmented by two
features expressing the annotation of the patient as medication
adherent (med_adh) and global adherent (adh), provided by the
experts. The proposed method is applied two times in order the
two classification problems to be addressed. The first problem
aims to classify a patient as global adherent or not, whereas the
second aims to classify a patient as medication adherent or not.
For each classification problem, two sub-datasets N×M are
created. For the first classification problem, where the target
output c of the classification is global adherent or not (c = adh),
the dimensions of the two sub-datasets are N = 90 instances and
M = 81 features (80 features plus med_adh) (1_a) and N = 90
instances M = 80 features (1_b). Accordingly, in the second
classification problem, where c = med_adh, the two datasets
include N = 90 instances and M = 81 (80 features plus the adh)
(2_a) and N = 90 instances and M = 80 features (2_b). The
motivation for the division of the dataset to 1_a and 1_b
sub-datasets is to study if the inclusion of information regarding
medication (non)adherence of the patient affects the prediction of
global adherence, while through the creation of the 2_a and 2_b
sub-datasets we aim to examine if the fact that a patient is global
adherent or not affects the prediction of medication adherence.
Each one of the four sub-datasets are given as input to the
proposed method, described in Section 2, and the results are
reported in Table 1. The combination of FS measure and
classifier that provide the best accuracy (Acc) are reported only.
For the evaluation of the classifiers, ten-fold stratified
cross-validation procedure is applied.

Since the number of instances that belong to the global adherent
and no global adherent classes are 61 and 29, respectively, while the
number of instances of the medication adherent and medication
non-adherent classes are 74 and 16, respectively, an imbalanced
classes handling approach is employed. The imbalanced classes,
an issue often found in real world applications, affect the
167
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Table 1 Classification results (Acc in percentage) of the proposed method

1_a: c = adh, N = 90 M = 81
classifier – FS measure – SMOTE Acc
RFs and gain ratio and SMOTE 82
1_b: c = adh, N = 90, M = 80
classifier – FS measure – SMOTE Acc
RFs and symmetrical uncertainty and SMOTE 76
2_a: c =med_adh, N = 90, M = 81
classifier – FS measure – SMOTE Acc
SVM and Relief-F and SMOTE 91
2_b: c =med_adh, N = 90, M = 80
classifier – FS measure – SMOTE Acc
rotation forest and info gain and SMOTE 78

Table 3 Classification results (Acc in percentage) with FS

FS measure

1 2 3 4 5 6

1_a: c = adh, N = 90 M = 81
LMT 86 86 86 86 86 89
simple CART 86 86 86 86 86 86
RF 87 87 88 87 86 87
1_b: c = adh, N = 90, M = 80
RF 76 78 77 77 79 73
RT 70 77 70 74 71 72
simple CART 70 73 71 73 71 72
2_a: c =med_adh, N = 90, M = 81
SVM 87 92 92 92 92 93
2_b: c =med_adh, N = 90, M = 80
rotation forest 82 87 84 84 84 86
simple CART 82 82 82 82 82 82

Highest Acc in bold. 1: One-R, 2: info gain, 3: gain ratio, 4: Chi square,
5: symmetrical uncertainty, 6: Relief-F.

Table 4 Classification results, in terms of Acc, PPV, Sens, Spec, AUC
and F-measure of the proposed method

Evaluation measure, %
1_a: c = adh, N = 90 M = 81
confusion
matrix

Acc PPV Sens Spec AUC F-measure

56 5 82 84 92 62 79 88
performance of the classifiers, since they tend to be biased toward
the majority class.

In our Letter, the synthetic minority over-sampling technique
(SMOTE) [40] is applied. SMOTE is an over-sampling approach,
in which the minority class is over-sampled by creating synthetic
examples. SMOTE is preferred over an under sampling approach,
in order the drawback of disregarding potentially useful data to
be avoided. SMOTE is applied during the ten-fold cross-validation
procedure and it is applied only to the training set and not to the test
set in order the instances which are used for evaluation not to be
employed for creating the synthetic instances in SMOTE.

The evaluation of the proposed method is performed stage by
stage. The classification results after the application of the first
stage is presented in Table 2. The results indicate that in most of
the cases (except case 2_a), tree-based classifiers characterise the
patient as global adherent and medication adherent with high
Acc. FS process (Stage 2) described in Section 2.3 is applied and
the results, only for the cases where the highest Acc is obtained,
are reported in Table 3. The remaining features belong mainly to
the medical condition and drugs categories of features, a fact that
is expected since the presence of comorbidities leads to complicated
therapeutic regimen, increased number of drugs and thus to important
barriers to adherence.

Finally, classification in combination with re-sampling, using the
SMOTE algorithm, Stage 3 is applied. For the two sub-datasets of
the first classification problem (1_a and 1_b), the value of the par-
ameter that specifies the percentage of instances that are created by
SMOTE is set equal to 100, while for the sub-datasets of the second
classification problem (2_a and 2_b) is set equal to 300. The values
100 and 300 are selected in order the number of instances that
belong to each class to become balanced. For all the sub-datasets,
Table 2 Classification results (Acc in percentage) without FS and without
re-sampling

Classifier Classification problem

1_a 1_b 2_a 2_b

RF 77 68 82 81
RT 72 68 70 68
LMT 86 59 83 79
J48 79 54 77 68
rotation forest 74 62 82 82
SVM 76 62 84 73
RBF network 63 59 79 79
Bayesnet 73 64 81 76
Naive Bayes 68 62 81 79
MLP 71 59 81 72
simple CART 86 68 80 82

Highest Acc in bold.
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the number of nearest neighbours that are used is 5. This is a
default parameter of the SMOTE algorithm and it is not optimised
in the context of the current work. The results in terms of Acc, posi-
tive predictive value (PPV), sensitivity (Sens), specificity (Spec),
area under curve (AUC) and F-measure are reported in Table 4.
The evaluation measures are extracted by the confusion matrix.
They are reported per class (except Acc) and the weighted
average is computed, by the Weka software, and presented in
Table 4. The evaluation procedure was repeated ten times and the
average Acc and the standard deviation (std) of the above-
mentioned evaluation measures are reported in Table 5.

4. Discussion:We propose an automated supervised method for the
prediction of adherence of the patients with HF. The method is
11 18 78 62 92 79 69
weighted average 82 82 72 79 82
1_b: c = adh, N = 90, M = 80
confusion
matrix

Acc PPV Sens Spec AUC F-measure

51 10 76 81 84 60 73 82
12 17 63 59 83 73 61
weighted average 75 76 68 75 75
2_a: c =med_adh, N = 90, M = 81
confusion
matrix

Acc PPV Sens Spec AUC F-measure

71 3 91 93 96 69 82 95
5 11 79 69 96 82 73
weighted average 91 91 74 82 91
2_b: c =med_adh, N = 90, M = 80
confusion
matrix

Acc PPV Sens Spec AUC F-measure

64 10 78 87 87 38 63 87
10 6 38 38 87 63 38
weighted average 78 78 45 63 78

Acc: accuracy, PPV: positive predictive value, Sens: sensitivity, Spec:
specificity, AUC: area under curve and FS: feature selection.
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Table 5 Average values and std of the evaluation measures after the
repetition of evaluation procedure ten times

Evaluation measure, %
1_a: c = adh, N = 90 M = 81

Acc PPV Sens Spec AUC F-measure
average 81 80 81 70 79 80
std 1.76 1.76 1.74 1.78 1.46 1.63
1_b: c = adh, N = 90, M = 80

Acc PPV Sens Spec AUC F-measure
average 73 72 73 62 72 72
std 2.47 2.64 2.59 3.13 2.37 2.57
2_a: c =med_adh, N = 90, M = 81

Acc PPV Sens Spec AUC F-measure
average 90 90 90 72 81 90
std 1.26 1.24 1.25 3.42 2.07 1.21
2_b: c =med_adh, N = 90, M = 80

Acc PPV Sens Spec AUC F-measure
average 79 77 79 41 68 78
std 2.46 2.51 2.43 5.74 4.05 2.39

Acc: accuracy, PPV: positive predictive value, Sens: sensitivity, Spec:
specificity, AUC: area under curve, FS: feature selection and std: standard
deviation.
based on data collected through the retrospective phase of the
HEARTEN project and it consists of three stages: data cleaning,
FS and classification, where an imbalanced classes handling
approach is incorporated.
Literature review revealed two main categories of methods those

that: (i) study how a feature is correlated with medication adher-
ence, (ii) try to predict medication adherence through the utilisation
of machine learning techniques (Son et al.) [19].
The proposed method belongs to the second group of methods.

However, several features differentiate it from other methods
reported in the literature. More specifically, it does not only
examine the contribution of each feature to the medication
Table 6 Comparison with the literature

Authors Method Number of
patients

Number of
features

Evaluation
measures, %

Son et al. FS SVM 76 11 Acc 78
PPV 78
Sens 78
Spec 78
AUC –

our work data cleaning
FS

classification
with

imbalanced
classes
handling

90 100 Arc 1_a 82
1_b 76
2_a 91
2_b 78

PPV 1_a 82
1_b 75
2_a 91
2_b 78

Sens 1_a 82
1_b 76
2_a 91
2_b 78

Spec 1_a 72
1_b 68
2_a 74
2_b 45

AUC 1_a 79
1_b 75
2_a 82
2_b 63
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adherence, but also to the global adherence of the patients with
HF. Furthermore, it provides an estimation if the HF patient is
going to be adherent or not, regarding all aspects of patient manage-
ment such as medication, nutrition and physical activity.

The method is evaluated stage by stage on a dataset of 90
patients. This dataset is divided into four sub-datasets (1_a, 1_b,
2_a, 2_b), two for each classification problem, and the obtained
Acc is 82, 76, 91, 78%, respectively. The results indicate that the
information regarding medication adherence affects the prediction
of global adherence (case 1_a) and vice versa (case 2_a).

The comparison of the proposed method with the one reported in
the literature (Son et al. [17]) is presented in Table 6. The current
study provides equal or greater results in terms of Acc, PPV,
Sens for three out of four cases that are examined, while Spec of
the proposed method is lower compared with the one reported by
Son et al. [17].

The combination of different classifiers with different FS mea-
sures revealed that features expressing medical condition of the
patient, as well as, the medication treatment can act as predictors
for the adherence. It must be mentioned that the features incorpo-
rated in the current study do not express all dimensions of adher-
ence, since information regarding the socioeconomic status of the
patient, the health care system and the knowledge of the patient
about the disease is not included. This will be addressed in the pro-
spective phase of data collection that will be performed within the
HEARTEN project, where data expressing all the factors that affect
adherence will be collected. The incorporation of the new informa-
tion will definitely affect the set of adherence predictors, as well as,
the classification Acc of the proposed method. Furthermore, the
optimisation of the parameters is expected to improve the
performance of the proposed method.

5. Conclusion: Medication adherence and global adherence
(medication, nutrition and physical activity) of HF patients are
both addressed in the current study, through the utilisation of
machine learning techniques. The prediction of the adherence of
the HF patients with satisfactory Acc indicates that the proposed
method can contribute to the optimisation of HF patient
management, since it will permit all involved actors to propose a
therapeutic regimen and a monitoring plan that will improve the
adherence of their patients.
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supported by the HEARTEN project that has received funding
from the European Union’s Horizon 2020 research and
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