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Abstract

Cancer surveillance data are collected every year in the United States via the National Program of 

Cancer Registries (NPCR) and the Surveillance, Epidemiology and End Results (SEER) Program 

of the National Cancer Institute (NCI). General trends are closely monitored to measure the 

nation's progress against cancer. The objective of this study was to apply a novel web informatics 

approach for enabling fully automated monitoring of cancer mortality trends. The approach 

involves automated collection and text mining of online obituaries to derive the age distribution, 

geospatial, and temporal trends of cancer deaths in the US. Using breast and lung cancer as 

examples, we mined 23,850 cancer-related and 413,024 general online obituaries spanning the 

timeframe 2008–2012. There was high correlation between the web-derived mortality trends and 

the official surveillance statistics reported by NCI with respect to the age distribution (ρ = 0.981 

for breast; ρ = 0.994 for lung), the geospatial distribution (ρ = 0.939 for breast; ρ = 0.881 for 

lung), and the annual rates of cancer deaths (ρ = 0.661 for breast; ρ = 0.839 for lung). Additional 

experiments investigated the effect of sample size on the consistency of the web-based findings. 

Overall, our study findings support web informatics as a promising, cost-effective way to 

dynamically monitor spatiotemporal cancer mortality trends.
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1. Introduction

Cancer is considered a major public health concern and cancer-related statistics are 

monitored closely by the Centers for Disease Control and Prevention (CDC) via its National 

Program of Cancer Registries (NPCR) and the National Center for Health Statistics (NCHS) 

[1]. Every year cancer incidence, prevalence, and mortality rates are examined carefully for 

each cancer type. Cancer statistics are typically reported by state, gender, race/ethnicity, and 

age in a Report to the Nation on the Status of Cancer that is produced annually by the CDC 

and the National Cancer Institute (NCI), in collaboration with the North American 

Association of Central Cancer Registries (NAACCR) [2]. Careful collection and analysis of 

such data are critical since observed trends can be used to measure the impact of new 

screening and treatment discoveries and cancer control policies across all segments of the 

US population. For example, a steady decline in cancer mortality would support existing 

cancer prevention policies while increases in cancer prevalence would suggest that new 

prevention policies maybe necessary. Surveillance statistics are published with 3–4 years 

delay due to the manual effort required for careful aggregation and analysis of the high 

quality data collected from all cancer registries across the US. Therefore, the numbers of 

new cancer cases and deaths estimated annually by the American Cancer Society are based 

on somewhat outdated surveillance data. For example, the 2015 estimates used surveillance 

data from 2007–2011 [2].

We propose to study whether changes in cancer statistics such as mortality rates can be 

captured reliably in a time- and cost-efficient way by mining content that is openly available 

on the Internet. Mining of online content has led to a wide range of health applications such 

as disease outbreak prediction and surveillance (e.g. influenza), personalized dissemination 

of health information, assessment of disparities in health information availability, 

effectiveness monitoring of health marketing campaigns, and better understanding of 

interactions among physicians, patients, and clinical researchers (e.g. [3–7]). Aggregating 

and exploring publicly accessible content on the Internet has emerged as an alternative yet 

powerful way of data collection and analytics that drives much innovation in public health 

surveillance (“info-veillance”) and epidemiology (“info-demiology”) for both infectious and 

chronic conditions (e.g. [8–14]). Several studies on researching and analyzing online 

contents for health-related applications show that this emerging approach can lead to 

valuable information and produce reliable findings similar to those derived from traditional 

methods such as observational studies, randomized controlled trials or clinical reporting 

[15–18]. Web 1.0 and Web 2.0 have been steadily transforming the landscape of clinical and 

epidemiological research with respect to monitoring disease trends, health behaviors, 

practices, and outcomes.

This new approach of information acquisition can be particularly advantageous for 

epidemiological discoveries that require time-consuming data collection and curation, such 

as in cancer, a long latency disease [19,20]. In this study we aimed to harness the World-

Wide Web for cancer deaths surveillance and evaluate to what extent the discovered trends 

are consistent with official cancer statistics. The paper is organized as follows. The data 

sources and methods are discussed in Section 2, including the overall approach (Section 

2.1), data collection (Section 2.2), text mining (Section 2.3), and statistical analysis (Section 
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2.4). Detailed results are presented in Section 3 for two use cases, namely breast (Section 

3.1) and lung cancer (Section 3.2). This section also compares and contrasts the discovered 

trends with the official CDC reports. The effect of sample size on the reliability of 

discovered trends is discussed in Section 3.3. Study findings, broader implications, and 

limitations are discussed in Section 4.

2. Data sources and methods

2.1. Overview

The main objective of this study was to derive cancer mortality trends using web mining. 

Mortality describes the number of individuals who died from the disease at a given time 

frame. Cancer mortality is usually expressed as the number of deaths due to cancer per 

100,000 population. For instance, between 2005 and 2009 the age-adjusted mortality rates 

among females in the US was 23 for breast cancer and 39.6 for lung cancer respectively 

[21]. The reported cancer mortality rates varied substantially among the states; from 17.8 

(Hawaii) to 26.3 (Louisiana) for breast cancer and from 16.1 (Utah) to 55.5 (Kentucky) for 

lung cancer [21].

To study cancer mortality trends from online content, we mined openly available obituary 

announcements and articles from digital sources such as the websites of US newspapers, 

funeral homes, and social media sites. Such material is widely available on the Internet. 

Typically obituaries include content regarding a person's place, time, and often cause of 

death. Furthermore, the standardized language of obituary announcements enables automatic 

text parsing. By collecting such online data through web crawling technology and then 

applying tailored natural language processing techniques, we derived the age distribution 

and spatiotemporal variations of cancer deaths in the US and compared them with the 

official cancer surveillance reports. Since breast cancer and lung cancer are two very 

common cancers [2], they served as our case studies.

2.2. Data collection

The Oak Ridge Site-Wide Institutional Review Board (IRB) performed expedited review and 

deemed the study exempt.

To collect suitable online obituaries, we used an advanced web crawler developed in our 

laboratory [22]. The crawling phase targeted obituaries and death announcements published 

between 2008 and 2012, the most recent timeframe for which official US cancer mortality 

statistics are available [21]. Although the technical details of our web crawler are provided 

in [22] and the crawling process for obituary collection has been described in a separate 

study published previously by our investigation team [18], the following is a brief 

description of the general workflow.

The crawler employs an intelligent, self-adaptive mechanism to search the broad Internet for 

relevant obituary articles. For this study, the search focused on obituaries including the 

keywords “breast cancer” and “lung cancer”. In its startup phase, the web crawler executes a 

collection of seed queries using a third-party commercial search engine to initialize its 

running. The seed query searched for obituaries of a given cancer type and US state, e.g., 
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“lung cancer obituaries, New York.” In total, 100 such queries (2 cancer types × 50 US 

States) were executed and the URL search results of the queries served as the initial crawling 

seeds for our adaptive crawler. In the subsequent execution phase, the web crawler 

dynamically and selectively acquires online content matching the given information 

collection need. Meanwhile, the crawler continuously measures the relevance of each 

crawled web-page or URL embedded in the webpage with respect to the information 

collection need. For relevance verification the crawler uses a two-step ranking process.

The second step involved relevance verification of the crawled webpages and URLs 

embedded in these webpages. For relevance verification the crawler uses a two-step 

classification process. First, an autonomous utility score estimator is applied to eliminate 

unrelated webpages. The utility score estimator is developed based on a supervised machine 

learning method, which is trained with manually selected positive and negative training 

examples. Specifically, 600 webpages with cancer-related obituaries constituted the positive 

examples while 1820 unrelated webpages constituted negative examples for the training 

phase. Then, a second relevance verification step is applied to identify crawled webpages 

that represent full-length obituaries. This step also employed a supervised classification 

algorithm to remove irrelevant content such as obituaries index pages or obituary snippets. 

For this step, the classifier is trained with 100 manually selected positive examples (i.e., full-

length obituaries and death notices) and 417 manually selected negative examples (i.e., 

obituary lists and snippets). Both relevance verification classifiers were implemented 

leveraging the Gaussian Random Processes provided by the WEKA package [23]. The 

classifiers were optimized empirically using 10-fold cross-validation sampling on the 

manually labeled data available for each classifier (i.e., in total 2420 examples for the first 

one and 517 examples for the second one). The first classifier achieved an F-score of 0.87 

(precision = 0.99, recall = 0.77) and the second verification classifier achieved an F-score of 

0.88 (precision = 0.80, recall = 0.99) based on 10-fold cross-validation on their respective 

development set. Upon completion of the optimization stage, both classifiers were trained 

using the full dataset available for each one respectively.

The crawling process was performed on a dedicated PC with 16 GB of RAM and 4 TB hard 

drive connected through a full-duplex gigabit Ethernet. It lasted for 8 weeks and it was 

terminated when the harvest rate for both cancer types declined significantly. The collected 

data included 107,772 obituaries, 57,293 with “breast cancer” and 50,429 with “lung 

cancer”.

2.3. Text parsing

We applied the Stanford Natural Language Processing (NLP) Library [24] with additional 

heuristic rules to analyze the text content of the collected obituaries and extract the 

necessary pieces of information: gender, age at death, cause of death, and location at death 

of the deceased person. Specifically, we applied the sentence splitting module to identify 

breaking sentences, the part-of-speech tagging module to identify gender-related pronouns, 

and the named entity recognition and co-reference resolution modules to identify people's 

names, geographical locations, and expressions of date and time. Then, we selected all 
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obituaries for which the gender, age at death, cause of death, and location at death of the 

deceased person could be inferred.

Gender was inferred according to the prevalence of gender-related pronouns in the obituary. 

Age was derived either from explicit statements or inferred from dates of birth and death that 

are often provided in an obituary. Breast or lung cancer was considered the cause of death if 

there was an explicit statement such as “She passed away after a lengthy battle with breast 
cancer…”. If such statement did not appear in the text content, we followed a three-step 

process. First, we filtered out obituary text that included the keyword “cancer” along with 

statements related to donations such as “In lieu of flowers,…”, “Donations of sympathy…”. 

Second, we filtered out text with phrases implying that the deceased person was a cancer 

survivor (e.g., “she was a breast cancer survivor”, or “surviving breast cancer”). If the 

remaining text contained the keyword “breast cancer” or “lung cancer”, the cause of death 

was considered to be the cancer type of interest. The location of death was derived either 

from explicit statements (e.g., “She passed away at Columbus, OH…”) or inferred from the 

location of the funeral home which is often provided in an obituary. Obituaries for which 

age, gender, cause, or location of death could not be inferred were excluded from the study. 

Since obituaries of the same individual may appear on several online publications, we 

implemented an additional analysis step to eliminate duplicates. The matching criterion 

applied for this elimination step was based on the deceased's name and age. For each 

obituary, the year was derived firstly from date of death, or from date of funeral if the date of 

death was not explicitly stated. Obituaries with inferred year of death before 2008 or after 

2012, or for which the year of death could not be inferred were excluded from the study.

Text parsing was executed on the Titan supercomputer of the Oak Ridge Leadership 

Computing Facility utilizing approximately 13,490 core hours. Fig. 1 provides a schematic 

illustration of the obituary collection process and relevant statistics at each stage of the 

process. In total, 23,850 obituaries were collected with all necessary pieces of information. 

Of those, there were 12,716 with breast cancer (all females) and 11,134 with lung cancer 

(4529 females and 6605 males).

In addition, separate crawling and text parsing were conducted to collect general (non-

cancer) obituaries for the same timeframe 2008–2012. There were 413,024 general 

obituaries collected (203,915 females, 209,109 males). These obituaries were used to derive 

temporal trends related to the cancer death rates in the US.

2.4. Statistical analysis

The data analysis step generated three types of statistical reports, namely the distribution of 

cancer deaths by (i) age, (ii) state, and (iii) year. The same analysis was done for breast 

cancer and lung cancer separately. For breast cancer, the analysis was done for females 

strictly, due to lack of obituaries mentioning breast cancer for males. For lung cancer, 

statistical reports were prepared separately for males and females. Age distributions of 

breast and lung cancer deaths were derived for the 5-year time-frame 2008–2012 and 

compared with the official US mortality statistics provided in [21]. Age was binned in 8 

groups (<20, 20–34, 35–44, 45–54, 55–64, 65–74, 75–84, and >85) similar to the official 

reports. Geospatial distributions of cancer deaths were derived for the same 5-year period for 
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each US state. Annual rates of cancer-related deaths were also derived for the period 2008–

2012 and compared with the official breast and lung cancer mortality rates provided in [21]. 

Web-derived trends were compared to official surveillance statistics using Spearman's 

correlation coefficient.

3. Results

3.1. Breast cancer case study

According to Table 1.14 in the SEER report [21], the median age of breast cancer patients at 

death was 68 years. Based on the obituary data, the median age at death was 65 years, 

notably lower than the official statistic. Fig. 2 shows the age distribution of the obituary 

subjects and compares it to the age distribution of reported female breast cancer deaths in 

the US, as provided by NCI's SEER program for the same period (Table 1.13 in [21]). The 

obituary-based approach appears to overestimate the prevalence of female breast cancer 

deaths for women younger than 65 years of age and underestimate it for older women. Still, 

Spearman's correlation coefficient between the obituary-based and SEER-based distributions 

was 0.981.

We also compared the geospatial distribution of female breast cancer deaths estimated by the 

American Cancer Society (ACS) [21] with the geospatial distribution of the collected 

obituaries for the same time period. Fig. 3 shows the proportion of breast cancer obituaries 

from each US State over the total number of breast cancer obituaries collected across the US 

as well as the proportion of estimated breast cancer deaths per state over the total number of 

breast cancer deaths in the US for 2008–2012. The two distributions show very similar 

trends with correlation coefficient ρ = 0.939.

Finally, we studied the annual trends of female breast cancer deaths. The proportion of 

reported breast cancer deaths over all deaths for females for the 5-year period 2008–2012 is 

shown in Table 1. The annual proportions are based on official death statistics [25–29]. 

Obituary-based proportions were derived by taking the ratio of the number of breast cancer 

obituaries over the total number of female obituaries collected for a particular year (Fig. 4). 

The correlation coefficient between the annual obituary-derived proportions and those 

derived from official death statistics was ρ = 0.611. Please note that obituary-based breast 

cancer death rates depend on the number of general obituaries collected. Since the purpose 

of our investigation was to capture only the general trends, the crawling process for general 

obituaries was not meant to be exhaustive but rather rich enough to collect a sufficiently 

large number of general obituaries. Since we did not deploy an exhaustive crawling process 

to collect all online obituaries the crawler could find, direct comparison of obituary-based 

proportions with official statistics is not relevant but annual change trends are.

3.2. Lung cancer case study

We repeated the study using the lung cancer obituaries for males and females. Similar 

consistency of trends was observed with the SEER data for the age distribution (Fig. 5, 

Spearman's correlation coefficient ρ = 0.994 for both genders, ρ = 0.997 for males, ρ = 0.990 

for females), for the geospatial distribution (Fig. 6, ρ = 0.881), and the temporal distribution 
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(Fig. 7, ρ = 0.839 for both genders, ρ = 0.673 for males, ρ = 0.455 for females). Table 2 

reports details on the collected obituaries and derived lung cancer death rates per year.

Similar to breast cancer, the collection phase of online obituaries was not intended to be 

exhaustive but rather sufficiently large to derive general ascending or descending trends of 

lung cancer death rates. Therefore, the web-based and official proportions listed in Table 2 

should be only compared based on the general trend they convey.

3.3. Impact of sample size

To further assess the reliability of web mining for deriving cancer mortality trends, we 

repeated the analysis by using smaller subsets of the crawled results; namely the first 2500 

and 5000 retrieved obituaries. Table 3 shows the correlation coefficients between the official 

statistics and the obituary-based statistics data for breast cancer and lung cancer respectively.

Overall, study findings remained fairly consistent even when derived from fewer obituaries. 

Notable inconsistencies were observed for the temporal trends. For breast cancer, using 

fewer obituaries appeared to capture yearly changes better than when using the full obituary 

set (ρ = 0.839 vs. ρ = 0.611). For lung cancer however, the opposite was observed. The 

temporal trends captured using 5000 obituaries were notably less consistent with official 

statistics (ρ = 0.839 vs. ρ = 0.479).

4. Discussion

Cancer is a disease under national public health surveillance in the US via a number of 

coordinated Government programs such as CDC's NPCR and NCI's SEER. Different 

programs cover different segments of the US population. These surveillance programs 

collect patient-level information regarding cancer incidence, treatment, survival, and death in 

the geographical regions they cover. Public health officials use the information to track 

trends over time and understand how different screening and prevention strategies impact 

cancer incidence and death rates in different geographical regions and population segments. 

Due to significant manual effort involved for local registries to collect information on an 

individual case basis and the time needed for data quality assurance, there is typically a 

three-year lag between the date of diagnosis or death and the posting of information. As the 

number of cancer patients is expected to increase dramatically due to the aging population 

[30], the manual effort model is neither cost-effective nor easily scalable.

In this study we tested the hypothesis that data mining of online content is an efficient and 

reliable approach for automated surveillance of cancer mortality trends. For the initial 

investigation we focused on breast and lung cancer since these two cancer types are 

associated with the highest death numbers in the US [2]. Our online information sources 

were limited only to openly available obituaries. The cause of death is not always listed in 

obituaries particularly due to the social stigma associated with some causes (e.g., drug 

addiction, suicide, HIV/AIDS) [31] or due to differences in the privacy needs of individual 

families. In contrast, cancer carries less of a social stigma and families are less reluctant to 

mention it openly as the cause of death, particularly for young people. By deploying an 

intelligent web crawler, we were able to collect automatically a large number of cancer-
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related obituaries in a few short weeks. For example, we collected almost 13,000 obituaries 

of women for whom breast cancer was the stated or inferred cause of death for 2008–2012. 

For the same time period, the national cancer surveillance programs reported approximately 

200,000 breast cancer deaths. Although the collected obituaries represent less than 7% of the 

reported deaths, the sample size was still large enough to capture reliably general mortality 

trends.

The percent of female breast cancer deaths was highest among women aged 55–64 based on 

both official statistics as well as obituary-derived estimates. Although obituaries 

overestimated the percent of breast cancer deaths among younger women and 

underestimated the percent of breast cancer deaths among older women, the overall 

distribution was highly correlated with the official statistics (Fig. 2, ρ = 0.981). Similarly 

high correlation was observed for lung cancer (Fig. 5a, ρ = 0.994), although we did not 

observe any over- or underestimation trends depending on age when both genders were 

analyzed together. For female lung cancer deaths however, we observed a similar trend of 

over-estimation among younger women (Fig. 5c) as with breast cancer when using 

obituaries as the source of surveillance information. Although this overestimation trend was 

not as strong for lung cancer as it was for breast cancer, the trend suggests an expected 

cultural phenomenon; cancer is mentioned more often as the cause of death among middle-

aged or young females for whom death is considered premature.

The geographical distribution of breast and lung cancer deaths captured from obituaries was 

also highly correlated with official reports (ρ > 0.88 for both cancers). Finally, the trend of 

annual cancer death rates captured via web mining was found to be highly correlated with 

official statistics although somewhat less consistently for breast cancer (Table 3, ρ = 0.611) 

than lung cancer (Table 3, ρ = 0.839). Still, in both cases our approach captured the same 

downward trend in cancer death rate reduction over time as reported by official sources.

In terms of weaknesses of this study, we acknowledge that the presented web informatics 

approach depends on the societal and cultural trends of publishing online obituary articles. 

This is particularly true for disclosing the cause of death, an important piece of information 

that may be disclosed with different consistency for different geographic regions, age 

groups, and genders. For example, in our study the proportion of cancer deaths captured by 

our web crawler relative to the number deaths reported by ACS varied dramatically across 

US states as well as cancer types. For example, for breast cancer the proportion varied from 

10% (for Mississippi and Hawaii) to 58% (for Utah and Alaska) with average 23% across 

the 50 states. For lung cancer, the proportion of deaths captured by the web crawler 

compared to those reported by ACS was dramatically lower, only 2.67% on average. The 

number ranged from only 0.5% (for West Virginia, Arkansas, and Kentucky) to 14% (for 

Alaska). This geographical sampling bias did not appear to be related to geographical 

regions (i.e., Northeast vs. South vs. West vs. Midwest). Although the general geospatial 

trends captured with web mining correlated highly with the official reports, this topic 

deserves further investigation in terms of developing mitigation strategies and adjustment 

factors to reduce the risk of information and selection bias. Another potential weakness of 

the proposed approach lies in the inherent limitations of natural language processing (NLP) 

for automated information extraction. Based on internal validation studies, our rule-based 
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information extraction system has high accuracy for inferring the age (F-score = 0.96) and 

the gender (F-score = 0.98) of the deceased person. The accuracy of inferring the cause of 

death is somewhat lower (F-score = 0.88). We are currently exploring advanced NLP 

approaches based on deep learning to further improve upon the accuracy if the information 

extraction stage. Finally, additional investigation of the effect of sample size on the observed 

trends suggested that sampling bias is a potential risk when using web mining for data 

collection. The agreement between the discovered trends and official statistics fluctuated as 

the sample size increased for both breast and lung cancers. To mitigate the risk of sampling 

bias when using web informatics for automated cancer surveillance, the recommended 

approach is to progressively include more samples until the results safely stabilize.

As cultural trends evolve, we expect our proposed approach to gain broad acceptance as a 

supplemental source of information for epidemiological discovery and dynamic monitoring 

of general trends. In addition, as advanced language processing algorithms are developed to 

infer racial or ethnic background, the same approach could be deployed to study cancer 

mortality and population demographic trends across the US, as national cancer surveillance 

programs typically do.

In conclusion, the proposed web informatics method is a novel and promising way to use a 

non-traditional, openly available, big data source to enhance national cancer surveillance 

programs in a cost-effective manner.
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Fig. 1. 
Workflow illustration of the obituary collection process.
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Fig. 2. 
Percent of female breast cancer deaths per age group based on SEER data and obituaries.
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Fig. 3. 
Percent of female breast cancer deaths per US State based on ACS estimates and obituaries.
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Fig. 4. 
Annual female breast cancer death rates based on obituaries and on National Vital Statistics 

Report (NVSR) for 2008–2012.
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Fig. 5. 
Percent of lung cancer deaths per age group based on SEER data and obituaries for (a) both 

genders, (b) males only, and (c) females only.
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Fig. 6. 
Percent of lung cancer deaths per US State based on ACS estimates and obituaries.
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Fig. 7. 
Annual lung cancer death rates based on obituaries and on National Vital Statistics Report 

(NVSR) for 2008–2012: (a) both genders, (b) males, and (c) females.
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Table 3

Correlation coefficients between the official cancer surveillance statistics and the obituary-based statistics.

Age distribution Geospatial distribution Temporal distribution

Breast cancer

All (12,716) obituaries 0.981 0.939 0.611

5000 obituaries 0.979 0.932 0.839

2500 obituaries 0.956 0.926 0.648

Lung cancer

All (11,134) obituaries 0.994 0.881 0.839

5000 obituaries 0.982 0.814 0.479

2500 obituaries 0.964 0.846 0.812
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