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Comprehensive Reporting of
Adolescent Pregnancy Prevention
Programs

What is the takeaway of
a special issue of a journal that
contains a number of small,
nonsignificant impacts of ado-
lescent pregnancy prevention
programs on behavioral out-
comes? The Office of Adoles-
cent Health (OAH) funded
a large number of evaluations
to improve the evidence in the
field—and presenting the entire
body of results, including the
nonsignificant findings, is good
science. This is a collection of
high-quality evaluations, with
analyses and results that have
been guarded against identifying
spurious findings (P-hacking)
as a result of prespecified
analysis plans and multiple
rounds of independent review.1

Therefore, we can trust these
impact results as credible esti-
mates of program effectiveness,
and they should become a part
of the knowledge base for ado-
lescent pregnancy prevention
research.

Above and beyond providing
funds to generate evidence of the
effect of new programs and
replication evidence of existing
programs, OAH also funded
comprehensive evaluation

technical assistance support to
these grantee-led studies to in-
crease the likelihood of high
quality, credible impact evalua-
tions that showed statistically
significant effects of the programs
on behavioral outcomes.2

The evaluation designs were
strengthened through an initial
review process, the analytic ap-
proaches were prespecified dur-
ing an analysis plan review, the
impact analyses were conducted
with multiple sensitivity and ro-
bustness assessments to guard
against potential error, and the
final analyses and reporting un-
derwent several rounds of in-
dependent review. Because of
this evaluation technical assis-
tance effort, these studies pro-
duced credible impact estimates
of the effect of the programs,
as implemented in each study
setting.

INGREDIENTS TO A
STATISTICALLY
SIGNIFICANT IMPACT

Despite these investments,
many of the evaluations did not
show favorable, statistically

significant results on behavioral
outcomes. One common in-
terpretation of nonsignificant
impacts for a study is that the
program did not actually change
participant behavior in a given
setting. Another common in-
terpretation is that the study did
not have adequate power to state
that the impact was significantly
different from zero. It is impor-
tant to remember that the sta-
tistical significance of an impact
estimate can be operationalized as
whether the difference in mean
outcomes across conditions is
approximately twice the standard
error of the difference. In general,
when this ratio is larger than
a threshold (for most studies,
a t-statistic of 1.96 is used to define
a type I error rate of a=0.05), we
state that the impact estimate is
statistically significant. This
means there are at least two
reasons why an impact estimate
might be nonsignificant:

1. The numerator (difference in
mean outcomes across con-
ditions) was too small. Several
factors could contribute to
this, including aweak contrast
in experience across condi-
tions because of a strong
counterfactual, poor program
attendance, implementation
of the intervention with in-
adequate fidelity, or using
outcomes that are not well
aligned with the theory of
change of the intervention (or
outcomes unlikely to change,
given the young age of the
sample). Of course, another
explanation is that the program
is not effective in changing
participant outcomes.

2. Thedenominator (standarderror
of the difference) was too
large. Again, several factors
could contribute to this,
including smaller-than-
expected sample sizes result-
ing from difficulties during
recruitment or enrollment, or
low response rates.

The evaluation technical as-
sistance that grantees received
guided them in improving as-
pects contributing to both the
numerator and the denominator
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of the statistical significance cal-
culation. However, because of
constraints such as fixed budgets,
specialized populations of in-
terest, and service-rich environ-
ments, among others, it was not
always possible to make the
necessary changes to the evalua-
tions to have the ratio reach the
necessary threshold used to de-
termine statistical significance.
That said, each study offers useful
information, regardless of the
constraints faced.

MAGNITUDE OF THE
EFFECT

Although some studies in
this supplement may have been
underpowered because they
did not hit recruitment and re-
tention targets (and thus had
a large standard error), it is also
important to look carefully at the
magnitude of the difference in
means, as Goesling’s editorial in
this volume points out.3 For
most behavioral outcomes dis-
cussed in this supplement, the
impact estimate (difference in
prevalence rates or means) is
relatively small—in most cases,
the difference in prevalence
rates for behavioral outcomes
was less than five percentage
points across conditions, and
often, was markedly closer
to zero.

Therefore, the issue of statis-
tical power is less critical—the
programs were not substantively
changing participant behavior in

these settings. That is, in the
particular settings where these
interventions occurred, there was
only a small difference in the
behavior across treatment and
control groups, a finding that is
independent of sample size and
statistical power. The small dif-
ferences in behavioral outcomes
is likely a function of multiple
issues including, but not limited
to, having a strong counterfactual
condition, poor attendance, in-
adequate implementation of the
intervention with intended fi-
delity, or examining outcomes
unlikely to differ across condi-
tions (e.g., because of sample age
or lack of alignment with the
logic model of the intervention).
Even if statistical power could
have been improved, given the
small impacts observed, the study
would have required a massive
increase in sample size for the
results to be classified as statisti-
cally significant.4 And thus, using
the lens of statistical significance
as a means to understand the
substantive effect of these in-
terventions is less informative
than focusing on the observed
magnitude of the difference be-
tween groups.

THE IMPORTANCE OF
REPORTING AND
TRANSPARENCY

The American Statistical As-
sociation recently released a pol-
icy statement on statistical

significance. It stated recom-
mendations for researchers and
policymakers, with suggestions
including: (1) authors should
present effect sizes along with
P values, and (2) that policy de-
cisions should be made on in-
formation above and beyond
whether a P value is below
a given threshold. However, one
other recommendation seems
especially pertinent for this sup-
plement: researchers should re-
port on all tests conducted instead
of just selectively reporting the
statistically significant findings.5

In the context of the OAH grant
funding effort, this suggestion is
analogous to ensuring that all of
the findings from the funded
impact evaluations are made
available. That is, it is better sci-
ence to disseminate the findings
from all of the evaluations rather
than cherry picking and high-
lighting the subset of evaluations
that produced statistically signif-
icant findings.

This illustrates that the com-
pendium of results in AJPH
represents good science and an
important contribution to the
field: these are high-quality
evaluations with full transparency
in reporting. In particular, this
type of journal issue is necessary
to help overcome problems of
publication bias. Studies with
nonsignificant findings are less
likely to be published than those
with statistically significant re-
sults, leading to the file drawer
problem.6 By making the results
of these studies with

nonsignificant findings available,
future meta-analyses can
incorporate these results and
ensure a more comprehensive
understanding of the effects of
adolescent pregnancy programs
across settings. In addition,
understanding both the successes
and the failures observed in
these evaluations may contribute
lessons learned for developing
and refining interventions
for adolescent pregnancy
prevention and youth
development.
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