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MEG offers dynamic and spectral resolution for resting-state connectivity which is unavailable in fMRI. However,
there are a wide range of available network estimation methods for MEG, and little in the way of existing guid-
ance onwhich ones to employ. In this technical note, we investigate the extent to whichmany popularmeasures
of stationary connectivity are suitable for use in resting-state MEG, localising magnetic sources with a scalar
beamformer. We use as empirical criteria that network measures for individual subjects should be repeatable,
and that group-level connectivity estimation shows good reproducibility. Using publically-available data from
theHumanConnectome Project, we test the reliability of 12network estimation techniques against these criteria.
We find that the impact ofmagnetic field spread or spatial leakage artefact is profound, creates amajor confound
for many connectivity measures, and can artificially inflate measures of consistency. Among those robust to this
effect, we find poor test-retest reliability in phase- or coherence-basedmetrics such as the phase lag index or the
imaginary part of coherency. The most consistent methods for stationary connectivity estimation over all of our
tests are simple amplitude envelope correlation and partial correlation measures.

© 2016 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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Introduction

Resting-state connectivity estimation with electrophysiology is an
important tool for studying intrinsic brain activity. It is able to act in con-
cert with resting-state functional magnetic resonance imaging (fMRI),
both by deconstructing the oscillation-specific functional origin of
resting-state networks (Brookes et al., 2011; Marzetti et al., 2013), and
as a feasible tool for assessing the short-timescale fluctuations of con-
nectivity at rest (Baker et al., 2014; de Pasquale et al., 2010, 2015). It
acts as a complementary modality to fMRI and electrocorticograms for
analyses of cortical communication patterns (de Pasquale et al., 2015),
as well as of the fundamental differences in connectivity between
healthy and diseased populations (Stam and van Straaten, 2012; Stam,
2014; van Straaten and Stam, 2013).

There are some key challenges associated with connectivity model-
ling in magnetoencephalography (MEG). Firstly, the activity of the cor-
tical sources responsible for the sensor recordings must be estimated
(connectivity estimation between sensors being hard to interpret;
Schoffelen2009, Schoffelen2009). Source estimates are highly spatially
correlated, and this spatial leakage of inferred sources into their local
neighbourhood can create the semblance of connectivity between
rain Activity (OHBA), University
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regions that in truth just share components of the same sensor signal
(Palva and Palva, 2012). Secondly, the relatively low rank of electro-
physiological data places a limit on the number of independent network
nodes that can be sensibly specified in a connectivitymodel (there is lit-
tlemerit in estimating a networkmatrix over a 2mmsource grid, for ex-
ample).We can, however, attempt to describe asmany of the dominant
cortical sources as our data allow using sensible regions of interest
(ROIs). Thirdly, the low signal-to-noise ratio (SNR) of MEG and EEG
data creates noisy connectivity estimates: for example, there is less con-
sensus about the spatial characterisation of conventional resting-state
networks as expressed in MEG than there is in fMRI. Lastly (and this
challenge is shared in fMRI modelling), it may be desired to estimate
just the direct functional connections within the cortical network,
or to assign directionality of information flow between nodes. Methods
for achieving these goals, for example by partialling out data (Marrelec
et al., 2006) or using temporal precedence as an indicator of causality
(Granger, 1969; Baccala and Sameshima, 2001), are noisier to estimate,
and the extent to which they show repeatable or reliable behaviour in
MEG is poorly understood.

A large number of connectivity estimation methods are available to
resting-state researchers. These may assess spectral coherence, the
presence of a consistent phase delay, or the amplitude coupling of oscil-
latory patterns. Some of these methods estimate directionality, and
some direct network connections. Not all authors use metrics which
are insensitive to spatial leakage confounds, even after recent work
the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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highlighting the associated problems (Palva and Palva, 2012; Colclough
et al., 2015; Brookes et al., 2012; Hipp et al., 2012;Maldjian et al., 2014).
Despite this wide range of practice, the reliability and consistency of
these network measures have not been fully compared. As a result,
many researchers may be picking analysis techniques without an un-
derstanding of the reproducibility of their results. We seek to provide
guidance to the researcher who is setting out on a resting-state analysis
as to which network estimation method to choose.

We believe a key property that any network connectivity measure
must satisfy is the repeatability and consistency in estimation of both
the single-subject result and the group-level structure. Consistency of
estimation is a measure of the noisiness of a network metric, given a
set of resting-state scan protocols and source reconstruction methods.
Indeed, the sensitivity of inference on the mean effect, by the reduction
of noisy sources of variability, can be a good surrogate test in the ab-
sence of a known ground truth, even in the presence of smaller (and po-
tentially informative) sources of variation in the network matrices
(Smith et al., 2005). Knowledge of estimation consistency is also clini-
cally relevant, as a key requirement in the development of normative
population distributions. An understanding of the run-to-run variability
of network estimation is a crucial first step when moving onward from
group comparison studies to the classification or characterisation of
new subjects.

In this article, we compare the consistency and reproducibility of
whole-brain network estimation between 39 functionally-defined cor-
tical ROIs both at the group-level, and within and between individual
subjects for 12 commonly-employed network estimation metrics. We
include in our analysis connectivity measures which are susceptible to
spatial leakage confounds, not because they are necessarily to be recom-
mended but because they are still used in the field. We will explore the
extent to which the false connectivity induced by these confounds can
artificially increase the consistency of network estimation. We concen-
trate on stationary connectivity, rather than characterising the evolu-
tion of networks over time in each subject. We perform our analysis
on the resting-stateMEGdata provided by theHumanConnectomePro-
ject (HCP), for a number of reasons. The data are freely available, have
passed through a stringent pre-processing pipeline, include a large
number of young, healthy subjects (61 with resting scans in the MEG2
release), and include three repeated sessions of resting-state recording
for each participant.

As an alternative to the range ofmethods for connectivity estimation
that are robust to spatial leakage artefacts, there are some source recon-
struction approaches that are designed to minimise the cross-talk be-
tween specific cortical locations (for example, Hui et al. (2010), Hauk
and Stenroos (2014), Dalal et al. (2006)). These methods require the
multi-source reconstruction to have fewer dipoles than the rank of the
sensor data: each ROI would have to be described by a single principle
component of its lead fields or a representative voxel. The relative ben-
efits of performing the dimensionality reduction down to the number of
ROIs either before or after the source reconstruction (as we do in this
paper) remain to be explored.

Other authors have essayed similar studies, but without the range of
metrics presented here, or without the focus on source-space connec-
tivity. Astolfi et al. (2007) found partial directed coherence (PDC;
Baccala and Sameshima, 2001) to reliably infer connectivity in a Stroop
task; Hardmeier et al. (2014) assessed the phase lag index (PLI; Stam
et al. (2007)) and weighted phase lag index (wPLI; Vinck et al.
(2011)) in the resting state, but only analysed sensor-level signals, not
cortical sources; Wang et al. (2014) undertook a large simulation
study to assess accuracy of network estimation, using the outputs
from neural mass models and simulated fMRI data, but they did not
look at reproducibility in real datasets; and Jin et al. (2011) and
Deuker et al. (2009) both focussed on the reproducibility of graph met-
rics, without studying the underlying stationary connectivity estimates.

We present a detailed reproducibility analysis of commonly-used
connectivity estimation methods, covering directed, undirected, partial
and marginal techniques. We are not aiming to propose one individual
measure as thebest, but to determine, using real data,which of themea-
sures in common use show sufficient reliability to provide a platform for
inference of resting-state connectivity.
Methods

MEG data

Resting-state MEG recordings were collected on a whole-head
Magnes 3600 scanner (4D Neuroimaging, San Diego, CA, USA) from 61
subjects as part of the HCP MEG2 release (Larson-Prior et al. (2013),
Van Essen et al. (2013); 67 subjects were included in the release, but
resting-state recordings that passed the quality control checks (which
included tests for excessive SQUID jumps, sensible power spectra and
correlations between sensors, and for sufficiently many well-behaved
recording channels) were not available from six1). Of these, 22 are
monozygotic twins, 22 are dizygotic twins and the remainder are unre-
lated. All subjects are young (22–35 years of age) and healthy. Resting-
state measurements were taken in three consecutive sessions for each
subject with little or no break in between, for 6 min each. The data
have been provided pre-processed, after passing through a pipeline to
remove any artefactual segments of time from the recordings, identify
any recording channels that are faulty, and to regress out artefacts
which appear as independent components in an ICA decomposition
with clear artefactual temporal signatures (such as eye-blinks or cardiac
interference). Sensor-space data were down-sampled from 509 Hz to
300 Hz to facilitate processing, with the application of a zero-phase
anti-aliasing filter.
Source localisation

MEG data from each session were source-reconstructed using a lin-
early constrained minimum variance scalar beamformer (Van Veen
et al., 1997; Robinson and Vrba, 1999; Woolrich et al., 2011), which
shows limited susceptibility to field spread (Schoffelen and Gross,
2009) and performs well even with correlated sources (Brookes et al.,
2007). Pre-computed single-shell source models are provided by the
HCP at multiple resolutions, registered into the standard co-ordinate
space of the Montreal Neuroimaging Institute. Data were beamformed
onto a 6 mm grid using normalised lead fields and estimates of the
data covariance computed separately in the 1–30 Hz and 30–48 Hz
bands. Covariance estimationwas regularised using PCA rank reduction.
The rank was conservatively reduced by five more than the number of
ICA components removed during preprocessing (2–20 components,
with a mean of 7). Source estimates were normalised by the power of
the projected sensor noise. Source-space data were filtered into delta
(1–4 Hz), theta (4–8 Hz), alpha (8–13 Hz), beta (13–30 Hz), low beta
(13–20 Hz), high beta (20–30 Hz) and low gamma (30–48 Hz) bands.
Parcellation

We were interested in comparing common network estimation
methods for whole-brain, region-of-interest connectivity analysis. We
used the parcellation of 39 ROIs employed in Colclough et al. (2015),
which are clusters identified from a resting-state ICA decomposition of
fMRI data from the first 200 subjects of the HCP. A single time-course
was constructed to represent each node as the first principal compo-
nent, afterweighting the PCA over voxels by the strength of the ICA spa-
tial map. This analysis yielded 39 time-courses for each frequency band
and session.



286 G.L. Colclough et al. / NeuroImage 138 (2016) 284–293
Removing contributions from source leakage

We compensate for spatial leakage confounds using a symmetric
orthogonalisation procedure (Colclough et al., 2015) to remove all
shared signal at zero lag between the network nodes. This procedure
is a multivariate extension of the orthogonalisation principle proposed
in Brookes et al. (2012) and Hipp et al. (2012), and allows for multivar-
iate analyses (e.g. regularised partial correlation) to be straightforward-
ly carried out. It identifies the set of signals least displaced from the
initial, uncorrected set, whilst enforcing mutual orthogonality between
them, with no bias related to any reordering of the nodes. It removes
any zero-lag signal overlaps that could be attributed to spatial leakage
effects, before performing a multi-variate network analysis. There is
evidence that that this methodology is imperfect for non-Gaussian
data (Brookes et al., 2014). The approach was designed to correct
correlation-based analyses on power envelopes for artefactual connec-
tions caused by the MEG point-spread function; in this work we test
all metrics with and without this correction to understand the extent
to which spatial leakage engenders artificial consistency in network
estimation.

In the main text, we only apply this leakage correction to metrics
that are sensitive to source leakage and do not have an equivalent
corrected form. For completeness, results with this correction applied
to all metrics are available in the supplementary information.

The orthogonalisation was applied in the time windows over which
the networkmetricswere computed (O'Neill et al., 2015): for the corre-
lation, spectral and autoregressive model measures, this was the entire
time-series; for the phase-based metrics, it was applied within each
epoch.

Connectivity estimation

Connectivity between each region pair was subsequently estimated
using the connectivitymetrics described below. Generally thesemetrics
fall into marginal (full) and partial network estimation measures, with
directed and undirected edge orientation (see also Table 1).

Phase estimation methods

Phase lag index, weighted phase lag index and phase locking value. PLI,
wPLI and PLV are all measures for assessing phase synchrony between
two signals in a particular frequency band, formed from estimates of
the instantaneous phase of the signal. In the task and resting-state liter-
ature, these measures are commonly computed in trials or artefact-free
epochs of 2 s to 25 s, taking average values of these epochs (Vinck et al.,
2011; Stam et al., 2007, 2009; Tewarie et al., 2014; Lachaux et al., 2000;
Hardmeier et al., 2014). We used window lengths of both 2 and 10 s,
Table 1
Classification of the network metrics tested. We separate the connectivity estimation method
methods) or direct and indirect connections (marginal methods); whether or not directionality
artefacts. ★PDC may be sensitive to magnetic field spread, see discussion in Methods Section 2

Abbreviation Connectivity metric Type

AEC Amplitude envelope correlation Amplitude coupling
PAEC Amplitude envelope partial correlation Amplitude coupling
Coh Absolute coherence Spectral coherence
IMC Imaginary coherency Spectral coherence
PCoh Partial coherence Spectral coherence
IMPC Imaginary partial coherency Spectral coherence
PLV Phase-locking value Phase estimation
PLI Phase lag index Phase estimation
wPLI Weighted phase lag index Phase estimation
PSI Phase slope index Phase estimation
MI Mutual information between phases Phase estimation
PDC Partial directed coherence Auto-regressive modelli
with little or no change in the results: we therefore present data based
on 10 s epochs (results from 2 s epochs are available in the supplemen-
tary information).

The analytic signal h(t) is derived from a measured signal s(t) as

h ¼ sþ îs ¼ jz tð Þjeiϕ tð Þ; ð1Þ

where ϕ is the instantaneous phase and

ŝ tð Þ ¼ p:v:∫∞−∞ dτ
s τð Þ
t−τ

ð2Þ

is the Hilbert transform of signal swithin each epoch (p. v. indicates the
Cauchy principal value).

The phase-locking value (Lachaux et al., 1999) between two signals
is given by

PLV ¼ eiΔϕ tð Þ�� ��; ð3Þ

where 〈 _〉 indicates the expectation operator, over time and epochs.
The phase-lag index (Stam et al., 2007) quantifies the asymmetry of

the phase difference, rendering it insensitive to shared signals at zero
phase lag (see Section 2.4 above),

PLI ¼ j sign sinΔϕh ij; ð4Þ

while the weighted PLI (Vinck et al., 2011) attempts to further weight
the metric away from zero-lag contributions,

wPLI ¼ j z1z2sinΔϕh ij
jz1z2sinΔϕjh i : ð5Þ

Mutual information of the phase. The mutual information shared in the
instantaneous phases of two signals is a non-linear measure of their
coupling, first proposed by Paluš (1997)

I ¼ ∫π−π dϕ1dϕ2 p ϕ1;ϕ2ð Þ log p ϕ1;ϕ2ð Þ
p ϕ1ð Þp ϕ2ð Þ : ð6Þ

As suggested inWilmer et al. (2012), we normalise themutual infor-
mation by the joint entropy, E, to get a normalised mutual information
estimand ι between 0 and 1,

ι ¼ I
E
; E ¼ −∫π−π dϕ1dϕ2 p ϕ1;ϕ2ð Þ logp ϕ1;ϕ2ð Þ: ð7Þ

We used Peng et al.'s Matlab toolbox for computing the mutual in-
formation (Peng et al., 2005).
s by the inference process; whether or not only direct network edges are found (partial
is ascribed to each edge; and whether or not the method is robust against spatial leakage

.5.3.

Direct associations Causal relations Leakage-corrected

Marginal Undirected Yes, with orthogonalisation
Partial Undirected Yes, with orthogonalisation
Marginal Undirected No
Marginal Undirected Yes
Partial Undirected No
Partial Undirected Yes
Marginal Undirected No
Marginal Undirected Yes
Marginal Undirected Yes
Marginal Directed Yes
Marginal Undirected No

ng Partial Directed Yes★
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Spectral estimation methods

Coherence and imaginary coherence. The coherency of two signals is their
normalised cross-spectral density,

~Cij fð Þ ¼
~Sij fð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

~Sii fð Þ~Sjj fð Þ
q ; ~Sij ¼ ~si fð Þ~s★j fð Þ

D E
; ð8Þ

where the star indicates the complex conjugate. This provides a mea-
sure of the extent to which they share a constant relative phase. We
estimated the cross-spectral density of each pair of ROI time-courses,
for each session and frequency band, using Welch's method, with
windows of length 10 s and a Hamming windowing function. We re-
peated this analysis (results in supplementary material), as for the
phase-based metrics, using windows of 2 s, again finding little or
no change in the results. We estimated the coherency for the com-
plete time-series using these cross-spectra. Coherence, the absolute
value of coherency, was averaged over the frequency band of
interest.

The imaginary part of coherency (Nolte et al., 2004) is insensitive
to phase synchronisation with no phase difference, and thus to the
effects of signal leakage. Again, we computed coherency as above,
and averaged the imaginary part of coherency over the frequency
band of interest.

Partial coherence and imaginary partial coherence. The partial coher-
ency of two signals is the normalised inverse of their cross-spectral
density,

~PCij fð Þ ¼
~S
−1
ij fð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

~S
−1
ii fð Þ~S−1

jj fð Þ
q ; ð9Þ

and is to coherency as partial correlation is to correlation: two sig-
nals are partially coherent if they retain coherency conditional on
the spectra of all other signals in the sample. Partial coherence and
partial imaginary coherency are obtained from the magnitude and
imaginary part of partial coherency, respectively.

Phase slope index. The phase slope index (Nolte et al., 2008) is a directed
phase synchronisation index which weights information from different
frequencies. It is insensitive to leakage effects, and can handle non-
linearities in the phase spectrum. It is defined as

PSIij ¼ ℑ
X
f

~C
�
ij fð Þ~Cij f þ δfð Þ

0
@

1
A; ð10Þ

where I indicates the imaginary part and the summation is over fre-
quencies f within the band and δf indicates the frequency resolution of
the Fourier transform. We calculated PSI in the same epochs as PLI
and PLV, averaging the results over the windows.

Auto-regressive models

Partial directed coherence. The Partial Directed Coherence (PDC;
Baccala2001, Baccala2001) is a directed measure of signal transfer
from one site to another. Modelling the source-space signals X as
white noise passed through a complex transfer functionH (normally in-
ferred by fitting an auto-regressive model),

~X fð Þ ¼ H fð Þ~E fð Þ; ð11Þ

where ~Adenotes the Fourier representation of time-domain signal A, the
partial directed coherence is given by
PDCijð f Þ ¼ H−1
ij ð f Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
l

H−1
lj

�
H−1

lj

r : (12)

PDC is often regarded as insensitive to source leakage, and has
been defended as such (Kaminski and Blinowska, 2014), but other
authors have since thrown doubt on this fact (Leistritz et al., 2013;
Omidvarnia et al., 2014).

To compute this metric, we fitted an autoregressive model to the
source-reconstructed signals in each ROI, for each band, by first
downsampling to 2.5 times the Nyquist frequency of the band of inter-
est, then fitting an AR model with 69 lags and computing the PDC and
DTF using A. Schlögl's time series analysis toolbox.2 For the beta and
gamma bands, this approach produced poormodel fits and PDC estima-
tions, but an ARmodel with 201 lags applied to the data in each of these
bands, maintaining the sample rate at 300 Hz, produced good results.
Amplitude coupling methods

Amplitude envelope correlation and partial correlation. We estimated the
amplitude coupling between ROIs using linear correlations and partial
correlations of the envelopes of the band-pass filtered signals
(Brookes et al., 2012; Hipp et al., 2012). Power envelopeswere comput-
ed as the magnitude of the analytic signal, h, formed from the Hilbert
transform of the ROI time-courses according to equation, low-pass fil-
tered at 1 Hz and down-sampled to 0.5 Hz (Luckhoo et al., 2012). We
then took the linear correlation between the logarithmof ROI power en-
velopes, and computed partial correlations by inverting the covariance
matrix of the power envelopes, and regularising using the DP-glasso
(Mazumder and Hastie, 2012). The regularisation parameter was cho-
sen separately for each session and frequency band as that which
maximised the corrected Akaike information criterion under 5-fold
cross validation on the data within that session.
Reliability and consistency of network measures

We assessed the network measures under test in three ways: (i) in
their ability to produce consistent estimates of the population's connec-
tivity patterns, (ii) to show consistent connectivity patterns between
separate recording sessions of the same individuals, and (iii) similar
connectivity between different subjects. Tests (i) and (iii) are closely re-
lated, being driven by the same sources of variation. After computing a
network matrix for each recording session, estimates of group connec-
tivity weremade by taking themean value at each network connection,
over all sessions and subjects.

For the first test, we assessed the reliability of these group-level es-
timates by randomly dividing the dataset in half 100 times (keeping
all sessions for each subject within a single half), computing group con-
nectivity matrices with each network measure for each half, and corre-
lating the edge strengths of these group matrices between each
partition.

For the second test, reliability of network estimation within-subject
was tested by correlating the edge strengths between networkmatrices
generated from each of the three scans for each subject.

For the third, the consistency of networks estimated from different
subjectswas tested by correlating edge strengths between networkma-
trices computed from different subjects.

We further investigated the relevance of individual edges to the cre-
ation of highly repeatable group-level metrics. On each edge, we calcu-
lated the contribution towards the correlation between the networks
inferred from each half of the dataset. Thus, if the set of network
edges inferred from one half of the data are denoted x and the other

http://pub.ist.ac.at/~schloegl/matlab/tsa/
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set y, the correlation between the two is

ρ ¼
X

i
xi− xh ið Þ yi− yh ið ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

i
xi− xh ið Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i
yi− yh ið Þ2

q

¼
X
i

zxi z
y
i ;

ð13Þ

for zx ¼ ðxi−hxiÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i ðxi−hxiÞ2

p . The relative contributions from each edge, i, to

our measure of reliability, ρ, are then given by the element-wise prod-
ucts zxi z

y
i =∑iz

x
i z

y
i .

Networkmatrix correlation scores were converted to Z-values using
Fisher's transformation. This is a monotonic transformation which pro-
duces a clearer separation of results when correlations approach unity.

Results

We focus on presenting results just from the alpha band in this sec-
tion, because the differences between metrics were smallest for this
band, presumably because it exhibits the largest signal to noise ratio.
Other bands show exaggerated versions of the plots here, but follow the
same patterns. They are presented in the supplementary information.

Group connectivity structure

We find that the group-level connectivity matrices derived from the
parcellation of 39 ROIs all exhibit the basic structure of connectivity ex-
pected in the resting-state, with segregated sensory networks. The pos-
terior cingulate cortex is highly connected through the parietal and
occipital lobes, as would be expected for part of the default mode net-
work (although, as in Maldjian et al. (2014), with low connectivity to
the anterior cingulate). In Fig. 1A-B, we illustrate alpha-band connectiv-
ity for three of themost common network analysismethods (amplitude
envelope correlation, with and without a correction for source leakage;
coherence and the imaginary part of coherency). Renderings of these
networks in 3D and group-level network matrices for all methods
under test are presented in the supplementary material. A listing of
the locations of the 39 ROIs is given in Table 2.

General features of these network matrices are very similar over all
network measures of a given type (partial, marginal, directed). We
assessed the extent to which these different networkmeasures are cap-
turing similar information by correlating the mean edge strengths at
group level computed with different metrics (shown for undirected
metrics immune to, or corrected for, spatial leakage in Fig. 1D). Three-
quarters of these between-metric comparisons were correlated with
ρ≥0.7.

Consistency of group inference

We investigated the consistency of group-level inference by repeated
boot-strapped division of the entire dataset into two equal halves, and
comparing the networks inferred from each half. Fig. 2A gives the distri-
butions of correlations between each of the two dataset halves (about
90 sessions in each), for all metrics studied here, in the alpha band.
Those metrics that are affected by spatial leakage effects—amplitude
correlation andpartial correlation, phase locking value, coherence,mutual
information—show strong consistency in group level estimation (with
correlations between the two halves around 0.99). Of those metrics
designed to be immune to spatial leakage effects, most achieve
between-group correlations of ρ=0.9, but solely in the alpha band; PLI,
wPLI, IMC and PSI fare poorly (ρb0.9) in all other bands (see figures in
supporting information). Crucially, applying an orthogonalisation
correction to remove the impact of spatial leakage effects reduces group
consistency for all methods, but uniquely the correlations and partial
correlations of corrected power envelopes, retain ρN0.95. Among the di-
rected measures, PDC performs the best (median ρ=0.94).

Among thosemetricswhich are affected by spatial leakage, the same
small subset of network edges dominated the high levels of correlation
between the split halves. Fig. 1B shows as heatmaps the edge-wise con-
tribution to the correlations between network matrices inferred from
each half of the data, for networks inferred using coherence, imaginary
coherency, correlation and leakage-corrected correlation. When spatial
leakage between regions remains uncorrected (top half of Fig. 1B), a
small subset of edges close to the diagonal show a very strong contribu-
tion to the consistency of group network matrix estimation, and this
subset becomesmuch less important once the leakage-induced connec-
tions are accounted for.

Reliability of single-subject inference

The extent towhich repeatedmeasurements of resting-state activity
within the same subject can produce similar network matrices can be a
good test of the reliability of a network measure. We compare correla-
tions of network edge strengths between three consecutive resting-
state recordings of each subject, for each of our tested network mea-
sures, in Fig. 2B. Again, we find high levels of repeatability among
those metrics affected by spatial leakage (median correlations for AEC,
partial correlation, PLV, Coherence and MI lie between 0.7 and 0.9).
This repeatability is destroyed by the orthogonalisation procedure for
MI, Coherence and PLV. Network measures designed to be immune to
zero-lag correlation effects show large amounts of variability over sub-
jects in the extent to which repeated sessions can reproduce the same
network structure: correlations vary between 0 and 0.7, with the me-
dians for PLI, wPLI, and the imaginary part of coherency lying around
ρ=0.3. Of the measures immune to, or corrected for, spatial leakage,
AEC alone, and to some extent, partial correlation, when applied to
leakage-corrected data, retain moderate amounts of between session
repeatability; although the distributions are broad (the central 95% of
within-subject network edge correlations for amplitude correlations be-
tween leakage-corrected power envelopes is 0.1–0.8).

Consistency of network matrices between subjects

Lastly, the consistency of network matrices inferred from different
subjects speaks both to the amount of between-subject variability pres-
ent in healthy datasets, and to the extent to which the population aver-
age of a network measure is reflected in single-subject measurements.
In our assessment of theHCP dataset, we find that networkmetrics sen-
sitive to artificial correlations induced by spatial leakage retain high
consistency between subjects. Of those which ignore zero-lag effects,
or are corrected for leakage by orthogonalisation, AEC (median ρ=
0.4), with the noisier partial correlation measure (median ρ=0.3) a
not-too-close second, show the largest amount of between-subject
correlation.

Discussion

We have assessed a range of network measures commonly used to
evaluate connectivity in electrophysiological recordings.Wewere inter-
ested in understanding which network measures, when applied to
resting-state recordings, are able (i) to produce repeatable inference
at group level, and which show consistent patterns of connectivity
both (ii) between different healthy subjects, and (iii) on repeated mea-
sures of the same subject.

We find that, at a very broad level, the patterning of connectivity de-
scribed by different networkmeasures is very similar. While this is con-
sistent with the idea that multiple methods of cortical communication
are simultaneously employed, as reported for shorter-range connec-
tions in Mehrkanoon et al. (2014), these networkmeasures may simply
be picking up different characteristics of the information transfer in the



Fig. 1.Mean alpha-band network matrices at group level. (A) Views of single rows from the network matrices in B. Left, connection strength to the posterior cingulate cortex (seed ROI
number 38, shown in green). Upper right, connection strengths to the right motor cortex (seed ROI number 24). Lower right, connection strengths to right occipital cortex (seed ROI
number 24). (B) Mean network matrices, and the relative edge-level consistency, for a subset of four of the metrics under test: the absolute value of coherency between ROIs, the
imaginary part of coherency, and the amplitude envelope correlation (AEC), both with and without a multivariate correction for source leakage. Lower triangles, in red, show the mean
network matrix over all 183 sessions in the dataset. The colourbar to the side indicates the scale. Correlations have been converted to Z-values before averaging. The upper triangles, in
blue, indicate the relative contribution of each edge to the overall consistency of group-level network estimation, computed with Eq. (13) (c.f. Fig. 2A). The two network matrices
which are susceptible to source leakage (AEC and Coherence, top row) are dominated, even at group level, by a few strong edges (highlightedwith arrows), and these drive the high con-
sistency of network estimation. (C) The parcellation of 39 fMRI-derived ROIs used for this connectivity analysis (reproduced with permission from Colclough et al. (2015)). (D) Similarity
between group-level networkmatrices. The heatmap shows the high correlations between networkmatrices inferred at the group-level using the undirected networkmeasures that are
either immune to source leakage bias, or havebeen corrected for source leakage bias (starred). AEC - amplitude envelope correlation; PAEC - partial amplitude envelopepartial correlation;
PLI - phase lag index; wPLI - weighted phase lag index; PLV - phase locking value; MI - mutual information of phases. Coh - band-averaged coherence; IMC - band-averaged imaginary
component of coherency; PCoh - partial coherence; IMPC - partial imaginary coherence.
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Image of Fig. 1


Table 2
Index of ROI numbers.

ROI number ROI location

1, 2, 3, 4, 5 Left frontal lobe
6 Left somatosensory cortex
7, 8 Left motor cortex
9, 10, 11 Left parietal cortex
12, 13 Left visual cortex
14, 15 Left occipital lobe
16, 17, 18 Left temporal lobe
19, 20, 21 Right temporal lobe
22, 23 Right occipital lobe
24, 25 Right visual cortex
26, 27, 28, 29, 30 Right parietal lobe
31 Right motor cortex
32 Right somatosensory cortex
33, 34, 35, 36, 37 Right frontal lobe
38 Posterior cingulate cortex
39 Medial frontal cortex
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data. Alternatively, the different measures may not be independent es-
timators of different coupling mechanisms—the dependencies between
phase-based metrics and cross-correlation have been discussed by
Aydore et al. (2013). However, it is also clear that we frequently find
strong connections, in all or most network metrics, between ROIs with
strong (high power) signals. Thus, we find dense connections both to
and within visual cortex for the alpha band, and strong motor connec-
tivity in beta (Fig. 1A). None of these observations are unexpected, but
a signal strength bias should be recognised as a potential source of sim-
ilarity between the network models under test here.

The confounds introduced into network estimation due to the spa-
tial leakage of inferred cortical sources, a symptom of the broadness of
the M/EEG point spread function, appear highly repeatable over scans
and between subjects. We observe the highest levels of repeatability
of group-level inference, and the highest consistency of networkmatrix
estimation from single sessions, for those metrics known to be affected
by zero-lag phase coupling. Versions of these metrics which regress out
the shared signal (leakage-corrected envelope correlation and partial
correlation), or ignore coupling with zero phase difference (PLI, PSI,
imaginary part of coherency), all exhibit a large relative drop in consis-
tency. The influence of spatial leakage is profound; clearly visible in the
inferred group networkmatrices, when corrected and uncorrectedmet-
rics are compared (top of Fig. 1B: compare power envelope correlation
with and without orthogonalisation, or coherence and the imaginary
part of coherency, for example); and generating sufficiently many
consistent, strong, spurious network connections over repeated mea-
surement sessions andwith different subjects to artificially inflatemea-
sures of repeatability between inferred networks. We do not, therefore,
recommend the use of any network measure which cannot obviate the
spurious connections engendered by spatial leakage effects.

Not all zero-lag connectivity is necessarily spurious. There is a body of
experimental and theoretical work that describes the presence and po-
tential mechanisms for zero-lag synchronisation of neural oscillations
(Gollo et al., 2014; Roelfsema et al., 1997). Methods for signal reconstruc-
tion that can suppress contributions from other cortical sources (Dalal
et al., 2006; Hui et al., 2010; Hauk and Stenroos, 2014) may allow the
detection of these effects. However, using standard beamformers or
minimum-norm source estimates, it is not possible to disambiguate spa-
tial leakage effects from zero-lag synchrony of biological origin (although
seeWens et al. (2015) for recentwork constructingmodels offield spread
for pair-wise connectivity estimation). Because the impact of the spurious
connections is considerable (see above), we (and others, Schoffelen and
Gross (2009), Palva and Palva (2012), Hipp et al. (2012)) argue that inter-
pretable connectivity estimation is only possible when zero-lag connec-
tions are removed or otherwise ignored.
Themost consistent networkmeasure that is corrected for the biases
induced by spatial leakage artefacts, and which we can recommend for
use, is the correlation between band-limited power envelopes, after an
orthogonalisation correction to remove shared zero-lag signals. It is
considered good practice (Smith et al., 2013) to use network measures
which elucidate only direct connections, if the resulting network matri-
ces are desired to be physiologically interpretable, rather than simply
used for discriminative purposes. These partial methods tend to be nois-
ier to estimate, even with regularisation to encode underlying assump-
tions of sparsity in the connectivity pattern. (Although in high-quality
fMRI recordings, partial methods are found to be more discriminative
than marginal approaches (Smith et al., 2011, 2013).) Of these, we be-
lieve that the partial correlations between leakage-corrected power en-
velopes show sufficient repeatability, particularly in group-level
inference, to be recommended for most resting state experiments. We
should recognise that these recommendations are for methods that
rely on orthogonalisation corrections for their removal of source leak-
age. This correction is optimal only for Gaussian-distributed data
(Brookes et al., 2014), and if this assumption badly fails, these methods
may have inflated performance for the reasons discussed above. If direc-
tional connectivity estimation is required, a large amount of repeatabil-
ity is sacrificed, but the PDC performed best out of the directed metrics
on test. (Some concerns also exist about the robustness of PDC to leak-
age artefacts, see comment above in Methods Section 2.5.3.)

We find, over all frequency bands, phase-basedmeasures and imag-
inary partial coherence to perform the worst on all assessments, in par-
ticular showing very poor within-subject repeatibility. Why do these
measures exhibit poor performance? We reject the notion that they
do not measure anything related to cortical connectivity: there is a
wide literature of interpretable results using these measures, and in
our data they produce sensible connectivity structure at group level,
and show better within-subject consistency than between-subject.
Their acceptably-high repeatability for group-level inference, and
well-known performance with large task datasets, suggest that these
metrics may simply be noisier estimators than the others on test, lead-
ing to a reduced ability to extract a consistent basis of functional con-
nectivity from noisy recordings. Longer resting-state scans than are
used here, perhaps of fifteenminutes or more, may be required to suffi-
ciently increase the SNR that these measures improve performance at
the single-subject level. We note also that Hardmeier et al. (2014) find
good test-retest reliability with PLI for sensor-level EEG analyses
(intra-class correlation coefficients of 0.6–0.8) using recordings of
12 min. We have restricted ourselves to a study of repeatability, and
so it may be that (despite the strong correlations between group-level
results between eachmetric) somephase-basedmethods aremore sen-
sitive than others to network covariationwith subject attributes or tran-
sient connectivity features. Further, we have only performed our
analysis using a data-driven parcellation from fMRI, and it may be that
some metrics would show improved performance should a reliable
MEG parcellation driven by the patterns of phase-based connectivity
within the data become available. Lastly, it is possible that the
beamformer used for source reconstruction shows variability between
runs, for example in estimating the source orientations. While this
would affect all of our tests equally, it is a concern which is yet to be
fully explored in the literature.

In this study, we have focussed on the behaviour of connectivity
measures commonly employed in MEG and EEG, applied to a large
resting-state dataset. We believe that most of our conclusions should
carry over to many task paradigms, where cortical responses can be
more repeatable between trials and subjects than in the resting state.
However, it may be that this inherent repeatability in response boosts
the SNR of many connectivity metrics when connections are averaged
over trials, such that poorly-performing measures in our study, such
as the PLI, become efficacious.

It is becoming established practice that resting-state connectivity
analyses in MEG and EEG are carried out in source space, using a set of
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functionally-defined regions which cover as much of the cortex as pos-
sible given the recorded data. We further suggest employing network
Fig. 2. Consistency of network matrix estimation. (A) Stability of group-level inference. Correl
resting-state recordings in the alpha band. The dataset was randomly partitioned in half 100
half was produced over the bootstrapped samples. (B) Within-subject consistency of netwo
three resting-state sessions from 61 subjects of the HCP dataset. (C) Between-subject consist
from 61 subjects of the HCP dataset. In all cases, the violin plots show smoothed histogram
converted to Z-values using Fisher's transformation, but labelled with the original rho value,
are known to suffer from source-leakage confounds. Metrics with a star indicate that a multiva
sure. AEC - amplitude envelope correlation; PAEC - partial amplitude envelope partial correlatio
phase slope index;MI - mutual information of phases. Coh - band-averaged coherence; IMC - ba
imaginary coherence; PDC - partial directed coherence.
measures that are inured to the connectivity confounds introduced by
source leakage profiles. To satisfy all these purposes, our results suggest
ations between network matrices inferred from separate halves of the HCP dataset, using
times, and the distribution of correlations between the network edge strengths in each
rk inference. Correlations between alpha-band network matrices inferred from each of
ency of network inference. Correlations between alpha-band network matrices inferred
s of these distributions, the median marked by a white cross. Correlations have been

for clearer display. Darker distributions with background shading identify metrics which
riate source leakage correction has been applied before computation of the network mea-
n; PLI - phase lag index; wPLI - weighted phase lag index; PLV - phase locking value; PSI -
nd-averaged imaginary component of coherency; PCoh - partial coherence; IMPC - partial

Image of Fig. 2
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that the most consistent connectivity measure to employ for resting-
state studies is the correlation between orthogonalised, band-limited,
power envelopes.
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