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I
s coffee the new superfood or early death in a

cup? It depends on where you look for support-

ing evidence. For example, our colleague recently

gave up attempts to quit his coffee habit because

findings from a new study suggested that daily doses

boost longevity.1 On the other hand, another recent

study reported that antioxidants (of which coffee has

plenty) are now believed to be related to cancer, and

worse, may spread cancer faster in those with the

disease.2,3

Such conflicting messages are not uncommon in

biomedical research. Although there are many causes

of such contradictory results, some of the inconsis-

tencies result from bias in the original research.

Research bias is often the product of questionable

research practices and poor research design. In fact,

errors in research design and analysis increase the

probability of obtaining results that are misleading,

exaggerated, or just plain wrong.

Concerns over the validity of scientific research

have grown in recent years, with considerable

evidence indicating that most published research

findings in the biomedical sciences are false.4 The

major flaws that infect research studies—in educa-

tion as well as biomedical science—often relate to

small samples, small effects, and loosely defined and

implemented research designs.4 While many re-

searchers expect that the scientific literature self-

corrects over time, this is not always the case.

Indeed, considering the ‘‘file drawer effect’’ (unpub-

lished studies with negative outcomes) and the fact

that replication remains an underappreciated and

relatively uncommon enterprise,5 self-correction of

faulty results may be the exception, not the rule. In

response to these challenges, this editorial highlights

the most common educational research practices,

particularly for quantitative studies, that lead re-

searchers to report misleading, exaggerated, or

entirely false findings. The intent of this article is

to raise awareness and encourage medical education

researchers to avoid the ‘‘7 deadly sins’’ in educa-

tional research (BOX).

Sins Committed Before Research
Sin #1: The Curse of the Handicapped Literature

Review

Empirical research is the primary means of theory

testing and development. It is also essential for testing

practical interventions in authentic educational envi-

ronments. The literature review is central to this

process as it identifies existing strengths, weaknesses,

and knowledge gaps in a particular field. The

literature review informs key aspects of the research

process (ie, research questions, design, and methods)

and delineates boundaries within which inferences

about findings can be discussed. Consequently, sins

committed in the literature review process can have

profound effects on every aspect of a study and thus

negatively influence study quality.6

Unfortunately, researchers will often conduct par-

tial reviews that are skewed in favor of their

hypotheses. Even more common (and worse) is the

practice of conducting the literature review after the

study has been completed and the results are known.

Such practices allow researchers to selectively use

articles and revise hypotheses in support of their

results. This is a problem because variation due to

randomness, which is an expected part of scientific

research, yields a fair number of spurious findings.7

Reformulating hypotheses after results are known is

not only a backward approach to the scientific

method, but it also increases the likelihood of

polluting the field of study with false conclusions

based on spurious findings. Such practices could

explain why some study findings fail to replicate.8

Sin #2: Inadequate Power

In quantitative studies, statistical tests help research-

ers make inferences about the nature and magnitude

of the relationships between independent or predictor

variables and outcomes. The extent to which conclu-

sions about these inferences are deemed reasonable is

sometimes referred to as statistical conclusion valid-

ity.9 In the social sciences, many investigations focus

on evaluating group differences on certain phenom-

ena. However, there is always the risk that one could

falsely find group differences where they do not exist

in the population. This is called a type 1 error, or a

false positive.9 Type 1 errors can be minimized byDOI: http://dx.doi.org/10.4300/JGME-D-16-00332.1
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increasing the statistical power of a test, which is the

probability of finding a statistically significant differ-

ence among groups when such a difference actually

exists.10 Statistical power values range from 0 (no

power) to 1 (extremely high power). Although

increasing power to extremely high values (eg, to a

power of 1) might seem like a simple solution to

drastically reduce the likelihood of obtaining a false

positive, this approach has the unintended conse-

quence of increasing the probability of obtaining a

false negative, or a type 2 error.9 Therefore, statistical

power must walk a fine line between the 2 ends of the

spectrum: high enough to detect true group differenc-

es without drastically increasing the risk of making a

type 2 error. In educational research, the convention

for optimum power is typically 0.8.11

Power is affected by sample size and the number of

hypotheses being tested, among other factors. One

study found that most studies in the social sciences,

including psychology and education,12 were under-

powered. In psychology, the average power of studies

was 0.35.12 In medical education, it is not uncommon

for quantitative studies to be conducted with sample

sizes as low as 20, 15, or even 10 participants.

Therefore, it is likely that many medical education

research studies are insufficiently powered to detect

true differences among groups.

Power is also affected by the magnitude of the

expected effect, such as the size of the differences

between 2 groups. Hence, in a given study, low power

may stem from small samples and small effects or a

combination of both.13 In addition to missing a true

difference between groups, low power also reduces

the likelihood that a statistically significant result

represents a true effect rather than a spurious

finding.13 Both of these issues weaken the reliability

of findings in a given field. The former may lead to

prematurely discarding hypotheses that might ad-

vance understanding, and the latter, to spurious

findings that cannot be replicated.

A power analysis should be conducted prior to data

collection to avoid these negative consequences.

Besides increasing sample size, power can be in-

creased by improving experimental design efficiency,

such as through the use of equal cell sample sizes;

matching participants; measuring covariates a priori;

and correcting for covariates in subsequent analyses.

Sin #3: Ignoring the Importance of Measurement

Measurement error weakens the relationship between

2 variables and can also strengthen (or weaken) the

relationships among 3 or more variables.9 Using

measures that have not been tested, or employing

those that have poor psychometric properties, only

serves to add more ‘‘noise’’ to the results and

potentially taints the field with contradictory or

implausible findings.14

Measurement problems can stem from measure-

ment tools (eg, questionnaires) that underrepresent or

overrepresent the construct under study. When a

measurement tool is too narrow (eg, in the case of

single-item measures), then it likely excludes impor-

tant aspects of the construct and thus fails to capture

the true nature of the phenomenon of interest.14

Measurement problems also occur when the outcome

variables (eg, test scores, clerkship grades) are too

easy or too difficult. Tasks that are extremely easy or

difficult lead to ceiling and floor effects, respectively,

which weaken correlations and bias results.

Sins Committed During Research
Sin #4: Using the Wrong Statistical Tool

Scholars have written much about the sins related to

statistical analyses in research. The most common

involve not checking (or reporting) whether the data

meet assumptions of the statistical technique being

used. Perhaps the most frequently violated assump-

BOX Checklist of Recommendations for Responsible
Research Conduct

& Conduct a thorough literature review

& Specify hypotheses a priori based on literature review

& Enlist the help of a statistician prior to study design

& Select research designs appropriate to the research
questions

& Conduct a power analysis based on research design and
literature

& Select measures with evidence of reliability and validity
for the intended purpose

& Avoid using single-item measures of complex constructs
(eg, motivation, confidence, satisfaction, resilience)

& Before analysis, check to make sure statistical assumptions
for the analytic technique have been met

& If assumptions are violated, take steps to remedy those
violations and report these steps in the manuscript

& If outliers are removed, report this practice and provide a
rationale for removal

& Conduct statistical analyses appropriate to the research
questions

& Avoid testing hypotheses that were not specified a priori

& Report descriptive statistics, including means and stan-
dard deviations

& Report effect sizes and confidence intervals around effect
sizes

& Report nonsignificant results along with statistically
significant findings
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tion is the assumption that observations are indepen-

dent. Related to this specific violation is the mistake

of treating nondependent data as if they were

independent (eg, treating data from 20 participants

that are measured 3 times as if data are from 60

participants).15

The violation of such statistical assumptions has

the effect of artificially inflating type 1 errors (false

positives), which leads to more statistically significant

results than warranted. This outcome threatens the

validity of inferences that can be made from

statistically significant results and can also result in

replication failure. To avoid this pitfall, researchers

should verify that their data meet the assumptions of

the data analytic technique they intend to use. When

statistical assumptions are violated, one should take

steps to remedy the problem (eg, transforming non-

normal data) or use alternate statistical techniques

that are robust to these violations (eg, nonparametric

statistics for continuous data that do not follow a

normal distribution). Moreover, it can be helpful to

consult a statistician early in the research process;

such a practice is critical to finding the right statistical

tool for the job.

Sin #5: Merciless Torture of Data and Other

Questionable Analysis Practices

Questionable research practices are prevalent in the

social sciences, and medical education is not immune

to these problems. Although data fabrication consti-

tutes the extreme end of a continuum, there is

evidence that other questionable practices are ram-

pant. Examples of such practices include reporting

only results that align with one’s hypotheses (‘‘cherry

picking’’), relaxing statistical significant thresholds to

fit results, using 1-sided t tests but failing to mention

this in the research report, and wrongly rounding P

values upward or downward to fit with a hypothesis

(eg, reporting P ¼ .04, when the actual P value is

.049).16

Another popular yet questionable practice is

fishing, which refers to mining data for statistically

significant findings that do not stem from prespecified

hypotheses.9 Fishing increases type 1 error rates and

artificially inflates statistical significance. Indeed, it

would be a sin to restructure an entire study around

findings from a fishing expedition, especially since

these findings are more likely to be a product of

chance than the result of actual differences in the

population. Although findings based on fishing

expeditions and other questionable practices general-

ly work to the advantage of the researcher (ie, they

improve the chances of reaching a statistically

significant result and getting published), they ulti-

mately hurt rather than advance knowledge.

Sins Committed After Research
Sin #6: Slavery to the P Value

The most commonly applied and accepted approach

to statistical inference in the social sciences is null

hypothesis significance testing,17 where a researcher’s

hypothesis about group differences on a given

construct is tested against the null hypothesis: there

are no differences.18 Generally, statistical analyses

generate a score that reflects mean group differences

for a variable, accompanied by test statistics (t ratios,

chi-square analyses, etc) and a probability value (P

value). P values represent the probability of obtaining

the observed group difference or a more extreme

result if said difference did not exist in the population

from which the data were sampled.19 To determine

statistical significance, P values corresponding to .05

(or less than .05) are usually selected as being

indicative of a statistically significant group differ-

ence.

Although a useful tool, P values are not very

informative. First, a statistically significant result (ie,

rejecting the null hypothesis) does not in any way

confirm the researcher’s hypotheses, although most

times it is falsely perceived and interpreted as

such.20,21 Second, extremely large sample sizes (eg,

in the thousands) will magnify small group differenc-

es; the result may be statistically significant yet

practically unimportant due to tiny differences. In

educational research, large sample sizes are rare but

occasionally are seen when large databases are

available (eg, specialty board scores). Researchers

should focus on supplementing P value statistics with

more informative and practical metrics like effect

sizes and confidence intervals around effect sizes.

Although such metrics have been underreported,22–24

recent efforts are moving research practices in this

direction.12 In fact, many journals now require that

these metrics be provided in all quantitative research

papers.25,26

Sin #7: Lack of Transparency in Reporting Results

and Maintaining Raw Data

Although author concerns about word count limits or

lack of statistical sophistication may cause inade-

quate reporting, such practices also serve to cover up

questionable research practices. For example, au-

thors sometimes include basic information about

descriptive statistics (eg, means) but fail to include

standard deviations. To advance medical education,

it is critical that authors maintain a high level of

transparency in reporting results and retain the
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integrity of their raw data for later analysis by other

investigators (eg, data warehousing and data sharing

repositories). Correct reporting and transparency of

statistical analyses are important because statistical

results from articles are used in meta-analyses. Thus,

errors of reporting in primary level studies can lead to

errors and bias in meta-analytic findings as well.

Researchers should strive to provide full information

on basic descriptive statistics (sample sizes, means,

and standard deviations) and exact P values, regard-

less of whether or not they are significant. Last but

not least, researchers should fully disclose all of their

statistical analyses.

Summary

High-quality educational research is essential for

producing generalizable results that can inform

medical education. Although questionable research

practices can be found in educational research papers,

basic steps can prevent these ‘‘sins.’’ After a study has

been published it is quite difficult to determine if,

when, and how the findings were influenced by

questionable research practices; thus, a proactive

approach is best. If spurious findings do find their

way into the literature, the consequence is a

knowledge base rooted in misleading, exaggerated,

or entirely false findings. By avoiding the 7 deadly sins

described here, medical education researchers will be

in better positions to produce high-quality results that

advance the field.
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