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ABSTRACT Proteins commonly sample a number of conformational states to carry out their biological function, often requiring
transitions from the ground state to higher-energy states. Characterizing the mechanisms that guide these transitions at the
atomic level promises to impact our understanding of functional protein dynamics and energy landscapes. The leucine-99-to-
alanine (L99A) mutant of T4 lysozyme is a model system that has an experimentally well characterized excited sparsely popu-
lated state as well as a ground state. Despite the exhaustive study of L99A protein dynamics, the conformational changes that
permit transitioning to the experimentally detected excited state (~3%, DG ~2 kcal/mol) remain unclear. Here, we describe the
transitions from the ground state to this sparsely populated excited state of L99A as observed through a single molecular dy-
namics (MD) trajectory on the Anton supercomputer. Aside from detailing the ground-to-excited-state transition, the trajectory
samples multiple metastates and an intermediate state en route to the excited state. Dynamic motions between these states
enable cavity surface openings large enough to admit benzene on timescales congruent with known rates for benzene binding.
Thus, these fluctuations between rare protein states provide an atomic description of the concerted motions that illuminate po-
tential path(s) for ligand binding. These results reveal, to our knowledge, a new level of complexity in the dynamics of buried
cavities and their role in creating mobile defects that affect protein dynamics and ligand binding.
INTRODUCTION
Proteins function through concerted atomic motions that
guide transitions from highly populated ground-state en-
sembles to higher-energy states (1–4). Experimentally veri-
fied higher-energy states, or ‘‘excited states,’’ typically
constitute ~1% of the protein population, with exchange
rates on the microsecond to millisecond timescale. To
date, our understanding of these transient protein states
has largely been achieved through interpretation of NMR
relaxation dispersion spectroscopy (3,4). Relaxation disper-
sion measurements provide a high level of detail into the
populations, exchange correlation times, and chemical shift
differences between two states (3–5). Until recently, visual-
izing the specific structural implications of these dispersion
measurements has been limited to comparisons with static
crystal structures or models, because the slow timescale of
these motions was beyond the reach of atomistic molecular
simulation (6,7).
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Long-timescale molecular dynamics (MD) simulations
now make it possible to witness atomic motions on the
nanosecond to microsecond timescale, with a suitable level
of agreement with experiment (8–11). Additionally, with
recent advances in specialized computational architectures
like Anton, simulation timescales on the order of microsec-
onds to milliseconds in a single trajectory are within reach
(7,12–14).

Here, we report the transient atomic-level motions that
govern the long-timescale dynamics of the L99A mutant
of T4 lysozyme. L99A is a model system for studying ligand
binding to buried protein cavities and protein excited states,
and the conformational changes that govern these phenom-
ena have been enigmatic despite nearly 25 years of experi-
mental study (5,6,15–30). Experimental studies of the L99A
mutant of T4 lysozyme have focused on defining the struc-
tures of and transition times between the ground state, the
excited state, and ligand-bound states. Initial crystal struc-
tures of the L99A mutant indicate that the ~40 Å3 cavity
in the C-terminal domain of wild-type protein expands to
an ~150 Å3 cavity (26), a volume capable of accommoda-
ting substituted benzenes and noble gases (20,24,27–30).
O2 is simulated to bind and escape the buried cavity through
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openings between the D, E, G, H, and J helices (31),
whereas binding of substituted benzenes is accompanied
by discrete rearrangements in the F and G helices (30). Sub-
stantial rearrangements also occur in these helices in an
excited state that comprises ~3% of the protein ensemble
at room temperature (5,25). NMR relaxation dispersion
measurements and chemical-shift-based Rosetta-guided
modeling were used previously to design a triple mutant
of T4 lysozyme meant to mimic the excited state (5). This
chemical-shift-based model places the F114 phenyl group
into the center of the buried hydrophobic cavity in the
excited state, blocking benzene binding (5). To date, the
details of the conformational changes that guide transitions
between ground, ligand-accessible, and excited states, at
standard temperature and pressure conditions, remain un-
known for the L99A mutant.

We performed conventional MD simulations on Anton
starting from the ground-state apo crystal structure of
L99A with the intention of witnessing the conformational
transitions needed for ligand exchange (21). During a
30 ms MD simulation, L99A transitions from the ground
state to a rare excited state of L99A. We compare the struc-
tures witnessed in the trajectory to chemical shifts and tor-
sion angles determined experimentally. The simulation
reveals multiple metastates and a previously unseen inter-
mediate state that exists before the excited state in the trajec-
tory. These transient conformational motions reveal, to our
knowledge, a new level of intricacy in the concerted motions
of protein interiors and suggest that short-lived metastates
in protein ensembles may be critical to dynamic protein
function.
MATERIALS AND METHODS

MD system preparation

We used Schrödinger PrepWizard and MD Desmond setup modules (32) to

prepare T4 lysozyme structures for MD simulation. The T4 lysozyme

L99A mutant crystal structure (PDB: 1L90) was prepared for the

ground-state Anton simulations. The excited-state mimic was prepared us-

ing the coordinates from the solution structure of the L99A triple mutant

(PDB 2LC9) and Schrödinger’s Maestro (32) to mutate the residues A113

to glycine and P119 to arginine, the residues found in the T4 lysozyme

L99A single mutant. We chose to simulate the triple mutant (PDB:

2LC9), ES-3mut, instead of the excited-state model (PDB: 2LCB), ES-Ro-

setta. However, given the low root mean-square (RMS) differences

(~0.6 Å) between the models, the selection of either would have been

appropriate. These systems were protonated at pH 5.5, with the pKa-titrat-

able residues determined using the Maestro integrated PROPKA (33). The

pKa of residue E11 is 4.8 for the ground-state crystal structure and >5.5

for the excited-state mimic. For consistency, we deprotonated E11 for

both systems. We solvated each system in a TIP3P (32) cubic water box

(~75.7 Å/side), with nine Cl� ions to balance the charge of L99A and

150 mM NaCl. The total numbers of atoms in each system for the

L99A crystal structure and each of the nine L99A excited-state mutant

(PDB: 2LC9) structures were 43,507, 43,507, 43,540, 43,546, 43,498,

43,483, 43,504, 43,510, 43,504, and 43,525, respectively. Results from

the first structure of the ES-3mut (PDB: 2LC9) are shown in the main

body of the text, whereas measurements from all other simulations initi-
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ated from other 2LC9 structures are shown in Fig. S4 in the Supporting

Material.
MD system parameterization

System coordinates from the preparation (above) were converted into an

xleap-readable (34) format using in-house Python scripts. Each system

was parameterized in xleap using the AMBER99SB (35) force field, and

periodic boundary conditions were implemented.
Anton MD simulations

MD simulations on Anton were performed on the same parameterized,

minimized, and equilibrated L99A crystal structure system described

above. The Anton simulation was run in the NTP ensemble using Anton’s

multigrator (34) at 300 K, 1 bar, and with a 2-fs time step, and particle-mesh

Ewald (PME) electrostatic approximations.
GPU-enabled MD simulations

Simulations not performed on Anton were performed with NVIDIA

GK110 (GeForce GTX Titan, NVIDIA, Santa Clara, CA) graphics pro-

cessing units (GPUs) using the CUDA version of PMEMD in AMBER12

(35). The L99A crystal structure system (derived from PDB: 1L90)

was minimized and equilibrated using the GPU version of AMBER12

(36,37). We minimized in three stages, including a stage of heating:

1) 40 ps of hydrogen-only minimization with a restraint weight of

20 kcal/mol on the protein and solvent; 2) 4 ps of water minimization

with a restraint weight of 20 kcal/mol on the protein and salt atoms; 3)

20 ps of water heating with a restraint weight of 20 kcal/mol on the pro-

tein and salt atoms; and 4) 40 ps of full minimization. We equilibrated the

system using harmonic equilibration at 300 K over four sequential 500-ps

runs, decreasing the restraint potential on the backbone at each step, start-

ing at 4.0 kcal/mol and ending at 1.0 kcal/mol. GPU-enabled AMBER12

production runs were carried out as an NTP ensemble at 300 K and 1 bar

with a 2-fs time step and PME (38) electrostatic approximation and

nonbonding cutoff of 10.0 Å. MD input files are provided as part of the

data-sharing files.
Excited-state mimic MD simulations

The ES-3mut system was also minimized and equilibrated in two stages us-

ing the GPU version of AMBER12 (36,37): 1) 6 ps of hydrogen-only mini-

mization with a restraint weight of 100 kcal/mol were performed, with the

500 steps of steepest-descent algorithm minimization and 2500 steps of

conjugate-gradient algorithm minimization; and 2) 12 ps of solvent-only

minimization with a restraint weight of 100 kcal/mol, with 500 steps of

steepest-descent algorithm minimization and 5500 steps of conjugate-

gradient algorithm minimization (39). This protocol was chosen because

we did not want to minimize into an arbitrary and nonnative energy mini-

mum. Instead, we performed extensive equilibration so that the remutated

L99A protein could more readily search the energetic landscape of

L99A. We heated the system to 300 K for 100 ps with a restraint on the pro-

tein backbone of 4.0 kcal/mol and equilibrated the system using harmonic

equilibration at 300 K over three sequential 100-ps runs, decreasing the

restraint potential on the backbone of L99A on each step, starting at

3.0 kcal/mol and ending at 1.0 kcal/mol. GPU-enabled AMBER12 produc-

tion runs were carried out as an NTP ensemble at 300 K and 1 bar, with Lan-

gevin dynamics (40) with a collision frequency of 1.0 ps�1, a pressure

relaxation time of 2.0 ps, with SHAKE bond constraints on hydrogen bonds

(41), and with a 2-fs time step and PME (38) electrostatic approximation

and nonbonding interaction cutoff of 9.0 Å. MD input files are provided

as part of the data sharing.



Simulating to a Protein Excited State
Simulation analysis

MD trajectories were processed using CPPTRAJ (42) and VMD (43). All

frames were aligned using the backbone atoms of residues 75–155, which

encompasses the C-terminal domain of T4 lysozyme L99A. CPPTRAJ was

used to perform dihedral-, distance-, angle-, and hydrogen-bond-based

measurements. VMD was used to perform RMS-deviation (RMSD)-based

analysis of the F/G helix (residues 108–124), the I helix (residues 135–

142), the C/D helix (residues 75–90), and the buried hydrophobic residues

(residues 84, 99, 102, 114, 133, 138, and 153).
SHIFTX2 and SHIFTXD calculations

Two NMR chemical-shift prediction methods were utilized for our studies.

SHIFTXþ is an algorithm that takes into account only structural coordi-

nates for chemical-shift prediction. The SHIFTX2 algorithm incorporates

a number of sequence-based features from a training set as well as structural

coordinates (44). Han et al. (44) report that SHIFTX2 has improved corre-

lation coefficients between observed and predicted backbone chemical

shifts compared to the SHIFTXþ, so SHIFTX2 was used to predict chem-

ical shifts where direct comparisons were made between MD simulation re-

sults and reported experimental values (see Fig. 2). Here, 13Ca chemical

shift predictions were calculated for each frame, then averaged over frames

1–12,569, representing the ground state, and frames 112,746–125,691, rep-

resenting ES-Anton, of the Anton trajectory. A pH of 5.5 was input for the

SHIFTX2 algorithm.

Chemical-shift predictions reported in Fig. 4 d are based on chemical

shifts calculated for each frame of the Anton trajectory with the SHIFTXþ
algorithm.
POVME calculations

AVMD plug-in for POVME 2.0 software (44) was used to calculate pocket

volumes and buried surfaces in the L99A C-terminal-domain Anton trajec-

tory. A sphere with 8 Å radius was centered near carbons for residues

L84, A99, and M102 (sphere-center coordinates 26.04, 21.48, 25.47). Vol-

ume calculations were performed on each cluster centroid, determined

by RMSD-based clustering (see below), as well as on every 10th frame

of the Anton trajectory. Fig. 4 a depicts cluster centroids from each of

the most populated RMSD-based clusters.
RMSD-based clustering

The Anton trajectory structures were clustered using the GROMOS algo-

rithm (45) in GROMACS version 4.5.5 (46) with heavy-atom trace

RMSD cutoff of 1.2 Å for T4 lysozyme L99A mutant.
Principal component analysis

The Anton trajectory was stripped of solvent and aligned against the back-

bone of residues 75–155 in the C-terminal domain. Principal component

analysis was performed for all atoms for each frame of the trajectory using

CPPTRAJ. Three principal components were specified for calculation.
RESULTS AND DISCUSSION

A single Anton trajectory simulates a ground-to-
excited-state transition

The single Anton trajectory captures a significant conforma-
tional change from the ground state to the sparsely popu-
lated excited state of the T4 lysozyme L99A mutant. The
Anton excited state (ES-Anton) is defined by key structural
features that have been experimentally characterized (5,25).
These features are the refolding of the F and G helices into a
single helix and changes in the F114 c1 and j torsion angles
that position the phenyl ring of F114 into the buried
cavity (Figs. 1, S1, and S2). Structural changes from the
ground state to the ES-Anton state were followed through
hydrogen-bond distances between residues in the F and G
helices, changes in dihedral angles of F114 (Fig. 1, b–e),
and internal distances between the F114 phenyl group and
hydrophobic residues lining the L99A cavity (Fig. 4 c).
These internal distances define the same metastates as can
be seen with the first principal component of the Anton tra-
jectory (Fig. S6). Folding of the F and G helices into a single
helix, as measured by backbone i / i þ 4 hydrogen-bond
distances (Fig. 1, b and c), starts at 18.6 ms in the Anton tra-
jectory with the G113 to S117 hydrogen-bond formation
and completes by 27 ms with the G110-to-F114 hydrogen-
bond formation, recapitulating experimental distances (5).
Additionally, the F114 j and c1 torsion angles relax to
experimentally determined values for the excited state of
�60� and �164� at 18.6 ms and 27 ms, respectively (5).
These measurements indicate that starting from the
ground state, the simulated L99A mutant of T4 lysozyme
reaches the sparsely populated excited state within 27 ms
of simulation.
Verifying the simulated excited state by
comparison with experiment

Calculated chemical-shift differences (D6) between the
simulated ground-state (1–4 ms) and ES-Anton (27–30 ms)
structures agree with experimental D6 values measured
for the full-length L99A lysozyme protein and for those
residues in the F/G helix that have the largest measured
D6 (Fig. 2).

However, some differences are observed between ES-An-
ton and what has been previously modeled with the Rosetta
mutagenesis approach (5). Specifically, the pitch of the F/G
helices and A helix (Fig. S1) and the f, j, c1 torsion angles
of residues in the C, D, E, H, I, and J helices (Fig. S3).

For a direct comparison between previous models and our
simulated excited state, we performed separate MD simula-
tions initiated on the published excited-state model of
L99A, specifically the triple mutant L99A/G113/R119P
(PDB: 2LC9) (5), hereafter referred to as ES-3mut.

In simulations initiated from ES-3mut, we observe that
the majority of the C-terminal domain backbone relaxes to
structures more similar to that of ES-Anton than to the start-
ing structure (Figs. 3, a–h, S4, and S5). The pitch of the F/G
helices relaxes to the pitch of ES-Anton within a few hun-
dred nanoseconds, as evidenced by backbone RMSD of
the F/G helices (Fig. 3, a–c). Additionally, RMSD measure-
ments of residues in the C and D helices (residues 75–90,
atoms N, C, Ca, and O) and buried hydrophobic residues
Biophysical Journal 111, 1631–1640, October 18, 2016 1633



FIGURE 1 The Anton trajectory samples the transition from ground state to excited and cavity-accessible states of T4 lysozyme L99A. (a) Superposition

of the C-terminal domain L99A ground-state crystal structure (PDB: 3DMV) and the Anton-simulated average excited-state structure. The gray mesh out-

lines the buried cavity in the ground state. The positions of F114 in the ground state (G) and the excited state (E) are shown. (b–e) Structural measures for

conformational differences over the Anton trajectory. Hydrogen-bond distances between the backbone of helical residues G110 and F114 (b) and G113 and

S117 (c) and the F114 j (d) and c1 (e) torsion angle values are shown. The ground (G), meta (m), and excited (E) states are shown in the various populations

in the histograms to the right of the plots. The circles indicate the experimentally determined values of the ground and excited states. To see this figure in

color, go online.
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(residues 84, 99, 102, 114, 133, 138, and 153, trace atoms)
relax to structures more similar to ES-Anton than to ES-
3mut (Fig. 3, d and h). Residues in the C, D, F/G, and I he-
lices sample the same f, j, c1 torsion angles as sampled in
the ES-Anton model (Figs. 3, S4, and S5), and in one of the
triplicate simulations from the ES-3mut model, residues in
the I helix also sample j torsion angles sampled in the
ES-Anton trajectory (Figs. 3, e–g, and S4).

Some differences exist in the torsion angles of the resi-
dues in the ES-Anton structures and ES-3mut simulations.
For example, there are multiple possible explanations for
the differences in the f, j, c1 torsion angles of these resi-
dues in the ES-Anton model and ES-3mut simulations.
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The j torsion angles sampled in the I helix in both models
are outside of the helical regime and occur before the
excited-state transition (Fig. S3). It is possible that the struc-
ture guidance required in interpretation of relaxation disper-
sion measurements for the L99A mutant may have confined
the conformational ensemble of this excited state. It is also
possible that known errors introduced by the force field (47)
could have contributed to the local unfolding of the I helix in
the ES-Anton and ES-3mut models (5). However, force field
bias is also known to increase helical content (48), which
could contribute to the increase in timescales we see in
the refolding of the F/G helix into a single helix (see below
in Discrepancies in Timescales of Excited-State Transitions
FIGURE 2 The Anton-simulated excited state

agrees with relaxation dispersion data. Absolute

values of the 13Ca chemical-shift differences,

jD613Caj, between the ground and excited states

back-calculated with SHIFTX2 from structures

from the Anton trajectory (squares) compared to

NMR-relaxation-derived jD613Caj values (circles)
for the C-terminal domain (5). To see this figure in

color, go online.
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FIGURE 3 Simulations from a published model of the excited state relax to the excited state simulated with the Anton trajectory. The FG helices (a and b)

and the I helix (e and f) of a published excited-state model starting structure (gray; PDB: 2LC9) relax to the excited state from the Anton trajectory (orange)

after 300 ns and 500 ns, respectively (b and f, gray). (c, d, g, and h) RMSD time plots of the simulations initiated from coordinates of the excited-state model

to the MD Anton excited-state average structure (orange), to the excited-state model starting structure (gray), and to the ground-state crystal structure (teal)

are reported as an average over three parallel simulations for the residues of the F/G helices, C/D helices (residues 75–90), I helix (residues 135–142), and

buried residues (trace of residues 84, 99, 102, 114, 133, 138, and 153).
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in Simulation and Experiment). Alternatively, it is also
possible that the excited state is composed of multiple states
that vary in the conformation of the residues in the C, D, E,
H, I, and J helices but are consistent in the position of F114,
with a c1 of ~160

�, and the refolding of the F/G helices into
a single helix.
Defining the metastates and intermediate state in
the Anton trajectory

To define conformational changes that occur in the Anton
trajectory further, we measured the buried pocket volumes
(Fig. 4, a and b), the internal distances between the F114
phenyl ring and hydrophobic residues lining the L99A
cavity (Fig. 4 c), and back-calculated chemical shifts
from every 10th frame of the Anton trajectory using the
SHIFTXþ algorithm (Fig. 4 d). Additionally, we performed
PCA over the entire Anton trajectory. Taken together, these
measurements indicate four metastates and an intermediate
state that are sampled in addition to the ground state and the
excited state of the L99A mutant of T4 lysozyme (Figs. 1 a
and S6; Movies S1–S4). Conformational states defined
along both the first and second principal components
(PC1/2) align well with the metastates witnessed from the
F114-V103 internal distance and buried volume measure-
ments (Fig. S6; Movies S1–S4). The differences between
the principal components are motions of the N-terminal
domain relative to the C-terminal domain.

As described above for the Anton simulation (Fig. 2), in-
spection of the back-calculated SHIFTXþ values for F114
13Ca shows that they recapitulate the experimentally derived
differences between the ground and excited states over the
entire Anton trajectory. Additionally, the back-calculated
chemical shifts of the intermediate state and metastates
are within error of the chemical shifts for the excited state
and ground state, respectively.

The four metastates (m1–m4) witnessed in the single An-
ton trajectory have chemical shifts similar to those of the
ground state, maintain the F helix as a 310 helix separate
from the G helix, and position F114 just outside of the
buried cavity despite fluctuation in cavity volume and
changes in F114-V103 internal distances throughout these
metastates (Fig. 1). The internal distance between F114
and V103 was chosen as a metric here because V103 neigh-
bors the buried L99A cavity, and has the largest chemical
shift difference (D6) between the ground and the excited
state in both 15N and 13Ca spectra. In the following para-
graphs, we describe the conformational differences that
define each of these states as unique from the ground and
excited states and show that these differences are manifested
in the back-calculated chemical shifts, calculated using the
SHIFTXþ algorithm (49). Interestingly, the back-calculated
13Ca chemical shifts of F114 in these metastates are within
error of the back-calculated 13Ca chemical shifts in the
ground state despite the wide range of conformations
sampled in the four metastates.

The metastates are unique from the ground state, as well
as one another, primarily in the angle between the D helix
and the G helix, as well as the position of the F114 side
chain (Fig. 4). In the m1 state, the angle between the
D and G helices is more acute than in the ground state,
which manifests in a decreased V103-F114 distances and
Biophysical Journal 111, 1631–1640, October 18, 2016 1635



FIGURE 4 The Anton trajectory samples the transition from ground state to excited state. (a) Representative structures of each of the metastates (m1–m4),

the intermediate state (IS), and the excited state (E). The Anton trajectory, the ground state (PDB: 3DMV) as a shadow, and the cavity volumes are depicted.

F114 is shown for reference in each representative structure. (b–d) The buried volume, distance between F114 and V103, and back-calculated chemical shifts

of the 13Ca for F114 using SHIFTXþ are plotted over time in the Anton trajectory. To the right of each plot is the population histogram for the buried vol-

umes, distances, and back-calculated chemical shifts in the entire trajectory. The circles to the right show the values from the ground state and the excited state

from experiment. To see this figure in color, go online.
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decreased F114 j angle. The m2 state is characterized by an
increased distance between F114 and V103, due to D helix
cracking that flips the phenyl ring of F114 outside of the
cavity between the G and H helices. The m3 state has the
F114 c1 angle similar to that of the excited state, resulting
in the phenyl ring of F114 flipped into the buried cavity,
but the D and G helices are still two separate helices with
a wide angle between the helices. Finally, the m4 state is
similar to the m3 state in that F114 is still flipped into the
buried cavity, but with a c1 angle similar to that of the
ground state, shortening the distance between F114 and
V103.

An intermediate state (IS) (Fig. 4) with distinct conforma-
tional features from the excited state (ES-Anton), occurs in
the Anton trajectory between 18 and 27 ms. The IS has the
same F114 j angle as the excited state but differs by the
F114 c1 angle, as it flips between the ground and excited
1636 Biophysical Journal 111, 1631–1640, October 18, 2016
state values (Fig. 1 e). It also contains a larger buried cavity
volume (Fig. 4 b). The fluctuation in the F114 c1 angle was
seen in high-temperature simulations of the ES-3mut (15),
suggesting that these two states are similar in energy (see
Verifying the Simulated Excited State by Comparison with
Experiment). Despite the F114 c1 and cavity-volume differ-
ences between the IS and the ES-Anton, the back-calculated
chemical shifts from these structures are not distinct and
are equal to chemical shifts determined experimentally
(Fig. 4 d, orange circle) (5). Thus, the intermediate state,
although distinctly observed in the simulation, may repre-
sent an equilibration event along the course of the trajectory.
Dynamic fluctuation of the buried cavity of L99A

The C-terminal domain of apo L99A experiences significant
core mobility and deformation (Fig. 5; Movie S1). These



FIGURE 5 Five mobile defects through the protein surface are seen in the Anton trajectory. Three examples of mobile defects through the protein surface

occur between the D and F/G helices (solid surfaces, far left) at 5.38 ms, 6.87 ms, and 8.37 ms (top to bottom), between the F/G and H helices (second from left)

at 2.41 ms, 19.22 ms, and 24.21 ms (top to bottom), between the C and D helices (third from left) at 340 ns, 550 ns, and 6.78 ms (top to bottom), between the H

and J helices (fourth from left) at 630 ns, 4.95 ms, and 5.14 ms (top to bottom), and between the D and G helices (right) at 7.77 ms, 8.27 ms, 11.66 ms (top to

bottom). To see this figure in color, go online.
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internal conformational rearrangements result in the overall
reduction in the volume of the buried cavity from ~70 Å3 in
the equilibrated ground state to <10 Å3 in the final simu-
lated excited state (Fig. 4 b), as measured with POVME
2.0 (44). These rearrangements are accompanied by mobile
defects, or cavity migrations, to other regions of the C-ter-
minal domain. As previously mentioned, the buried cavity
in the apo ground-state crystal structure (PDB: 1L90) was
initially measured to be ~150 Å3. However, with the
POVMEmethod (44) we used, the volume of the buried cav-
ity in this ground-state crystal structure (PDB: 1L90) was
~65.5 Å3. We attribute this discrepancy to variability in
methods of measuring cavities in proteins (50). The volume
reduction seen in the Anton trajectory aligns with the previ-
ously described rationale for using high pressure to shift
protein conformational equilibria to alternative packing of
the hydrophobic core by filling void volumes (51), and
has been seen experimentally in L99A for F114 or water
filling the void volume (16–18,52).

Occasionally, these internal-cavity deformations reach
the protein surface, and over the course of the trajectory,
five distinct openings occur from the buried pocket of
L99A to solution (Fig. 5). Four of these openings from the
buried cavity to solution have been witnessed through
enhanced simulation techniques (data not shown). The
D/G, D/F/G, and H/J openings (Fig. 5) have also been
previously simulated in the egress and ingress of molecular
oxygen (31). Although the openings through the D/F/G
pocket are larger and able to accommodate benzene, the
H/J and D/G pockets form narrower surface openings that
cannot, suggesting that different ligands may bind to the
buried cavity through different pathways.

The openings of the buried cavity to solvent through the
D and F/G helices occur during transitions between the
various metastates. Recall that these metastates are defined
by the location of the phenyl group of F114 in the buried
pocket and the angle between the F and G helices. This
suggests that the movement of the F114 side chain and
bending of the F and G helices is correlated with the tran-
sient sliding of helices that permits the opening of the
buried cavity to solution. In other words, transitioning
between these metastates may play a role in ligand ex-
change. Additionally, the D/F/G surface has previously
been identified by simulation to both bind benzene and
be the opening through which benzene binds to the buried
cavity (53,54).
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The opening at the interface of the D and F/G helices,
where benzene has been previously simulated to bind and
pass through to the buried cavity (54), occurs repeatedly
throughout the simulation and on timescales commensurate
with experimental rates of benzene binding (ms). Experi-
mentally, the rate of benzene binding is rapid (ms) (27)
compared to the transition from the ground state of L99A
to the excited state (~ms) (20). However, in the Anton simu-
lation, we observed the transition to the excited state
between 18.6 ms and 27 ms, suggesting a transition time-
scale two orders of magnitude faster than found in experi-
ment. Although only a single transition in one single
long-timescale simulation was observed, and therefore
no determination of the timescale for the transition can
be made, the order-of-magnitude difference between our
observed transition and the experimental rate is consistent
with previously reported discrepancies between simulation
and experiment for slow ring flips (on the order of micro-
seconds) in proteins (55,56). The fortuitous observation of
this transition is consistent with force-field-induced biases
toward greater helical content (48) that could have led to
the faster transition timescale, since refolding of the F
and G helices into a single helix is a key structural change
on the path from the ground state to the excited state of
L99A.
CONCLUSION

Despite the intense study of T4 lysozyme L99A as a
model protein system for ligand binding, the Anton super-
computer simulation reported here represents the longest
single-trajectory MD simulation for this protein. What
emerges are atomistic details for the previously enigmatic
conformational changes known to occur for L99A
mutant ligand exchange and the ground-to-excited-state
transition.

Remarkably, there is a high degree of cavity plasticity,
exceeding what might be expected from previous crystallo-
graphic studies (18,19), that involves residues, metastates,
and conformations beyond the discrete crystallographic
states observed for L99A bound to a congeneric series of
benzene-related compounds (24,30). Further, the number
of rotamers observed for buried L99A residues exceeds
that seen in the several-hundred-microsecond simulations
of other protein cores, such as ubiquitin, RNaseH, and b-lac-
tamase (56). Although dramatic, we find that the torsional,
hydrogen-bond, secondary-structure, and back-calculated
chemical shifts from the L99A simulation are in agreement
with previously measured experimental data. And the extent
of the core plasticity is consistent with this protein’s ability
to undergo the conformational change that buries the F114
side chain into the engineered C-terminal cavity in the
1638 Biophysical Journal 111, 1631–1640, October 18, 2016
excited state without extensive backbone conformational
change.

Our studies demonstrate that the engineered binding
pocket of L99A has a much higher degree of plasticity
when simulated beyond a few hundred nanoseconds and
that the plasticity is not limited to a discrete number of
buried side chains. This perhaps presents a challenging
dilemma for those utilizing this protein as a model system
for free-energy perturbation studies, as a number of different
core side-chain rotamers may define the protein ground
state and/or ligand-bound states. Furthermore, the residues
involved in the plasticity are not limited to a particular re-
gion of the binding pocket, but rather are found in all regions
surrounding the binding pocket, a fact that is somewhat dis-
similar to what is observed for native-protein enzyme
pockets where multiple conformations are typically limited
to a particular loop or pocket subregion.

Finally, the structural details presented here are consistent
with a growing body of data implicating activated volumes
and mobile defects of internal cavities in protein conforma-
tional change (16,17,51). It is possible that mobile defects
may not be unique to protein transitions related to excited
states, and that fluctuations in small, buried volumes
could contribute to conformational change in many protein
mechanisms.
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