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Abstract

Foreign-accented speech contains multiple sources of variation that listeners learn to 

accommodate. Extending previous findings showing that exposure to high-variation training 

facilitates perceptual learning of accented speech, the current study examines to what extent the 

structure of training materials affects learning. During training, native adult speakers of American 

English transcribed sentences spoken in English by native Spanish-speaking adults. In Experiment 

1, training stimuli were blocked by speaker, sentence, or randomized with respect to speaker and 

sentence (Variable training). At test, listeners transcribed novel English sentences produced by 

Spanish-accented speakers. Listeners’ transcription accuracy was highest in the Variable condition, 

suggesting that varying both speaker identity and sentence across training trials enabled listeners 

to generalize their learning to novel speakers and linguistic content. Experiment 2 assessed the 

extent to which ordering of training tokens by a single factor, speaker intelligibility, would 

facilitate speaker-independent accent learning, finding that listeners’ test performance did not 

reliably differ across conditions. Overall, these results suggest that the structure of training 

exposure, specifically trial-by-trial variation on both speaker’s voice and linguistic content, 

facilitates learning of the systematic properties of accented speech. The current findings suggest a 

crucial role of training structure in optimizing perceptual learning. Beyond characterizing the 

types of variation listeners encode in their representations of spoken utterances, theories of spoken 

language processing should incorporate the role of training structure in learning lawful variation in 

speech.
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Speech is a highly variable signal that changes both within and across speakers. Realization 

of a linguistic utterance varies as a function of numerous factors, including differences in 

phonetic context (Liberman, Cooper, Shankweiler, & Studdert-Kennedy, 1967), individual 

patterns of articulation (Ladefoged, 1989), and region of speaker origin (Peterson & Barney, 

1952). Despite this variation, listeners perceive stable linguistic units. Much empirical and 

theoretical work has been done to characterize the types of variation that are encoded in 

listeners' representations of speech. The primary objective of the present research is to 

clarify the processes by which listeners overcome this variation. In particular, we assess how 

the structure of previous experience with highly variable speech can facilitate spoken 

language comprehension.

Traditional approaches have assumed that during speech processing, variation due to surface 

characteristics is eliminated or normalized (e.g., Ladefoged & Broadbent, 1957; Miller, 

1989). For perceptual accommodation to occur, acoustic variation, such as that due to 

differences in speakers’ voices, is discarded. In these speaker-normalization approaches, the 

speech signal is recalibrated or normed to align with canonical representations stored in 

memory (Cutler, 2008; Cutler, Eisner, McQueen, & Norris, 2010). However, a growing 

number of studies have provided converging evidence that surface characteristics of spoken 

utterances, such as speaker’s voice, speaking rate, and intonation contour, are encoded in 

listeners' memory representations of spoken utterances (Goldinger, 1996; 1998; Palmeri, 

Goldinger, & Pisoni, 1993). During spoken word recognition, listeners may map each 

spoken word to episodic traces of previously encountered spoken words such that variation 

in linguistic structure is preserved during the representation and processing of spoken 

language (Goldinger, 1996; 1998).

Evidence that speaker-dependent variation is encoded during spoken word recognition 

suggests that one way listeners may achieve stable linguistic percepts is through a perceptual 

adaptation process by which listeners update their representations to align with particular 

types of variation in the speech input (McQueen, Cutler, Norris, 2006; Sjerps & McQueen, 

2010). Several studies have shown that familiarity with speaker variation facilitates speech 

processing (e.g., Allen & Miller, 2004; Bradlow & Pisoni, 1999; Eisner & McQueen, 2005; 

Nygaard & Pisoni, 1998; Nygaard, Sommers, & Pisoni, 1994; Yonan & Sommers, 2000) and 

may restructure linguistic representation (e.g., Creel, Aslin, & Tanenhaus, 2008; Dahan, 

Drucker, & Scarborough, 2008; Kraljic, Samuel, & Brennan, 2008; Norris, McQueen, & 

Cutler, 2003; Trude & Brown-Schmidt, 2012). Nygaard et al. (1994), for example, found 

that after learning to identify different speakers during training, listeners performed more 

accurately on a word recognition test if the words were spoken by familiar rather than 

unfamiliar speakers, suggesting that speaker-dependent variation is encoded by listeners and 

affects word recognition.

Foreign-accented speech provides unique opportunities to investigate the processes by which 

listeners overcome variation in the speech signal, as accented speech differs from listeners' 

native pronunciations along multiple acoustic and phonetic dimensions. Unfamiliar sound-

to-meaning mappings in accented speech can result in lexical ambiguity for native listeners 

and often require increased processing effort (Munro, 1993). However, because non-native 

speakers' accented productions reflect the phonology and articulatory patterns of their native 
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language, the acoustic and phonetic features of accented speech are systematic across 

speakers from the same language background, or accent-general (e.g., Flege, Bohn, & Jang, 

1997; Sidaras, Alexander, & Nygaard, 2009). Critical for comprehension of accented speech 

is the ability to distinguish between speaker-dependent and speaker-independent variation, 

which co-occur in the speech signal.

Prior research suggests that listeners can learn to distinguish these two sources of variation 

to achieve speaker-independent adaptation to accented speech (e.g., Kraljic & Samuel, 2005, 

2006; Lively, Logan, & Pisoni, 1993). In particular, this work has shown that high speaker 

variation facilitates cross-speaker generalization by allowing listeners to distinguish speaker-

specific idiosyncrasies from speaker-independent regularities of accented speech. (Barcroft 

& Sommers, 2005; Bradlow & Bent, 2008; Clarke & Garrett, 2004; Greenspan, Nusbaum, & 

Pisoni, 1988; Lively et al., 1993). Bradlow and Bent (2008), for example, examined to what 

extent exposure to multiple speakers promotes learning of accent-general properties of 

foreign-accented speech. During training, native English-speakers transcribed sentences 

spoken by either one or multiple accented speakers. At test, those who heard sentences 

spoken by multiple speakers transcribed sentences spoken by a novel accented speaker more 

accurately than those who only heard one speaker during training, suggesting that exposure 

to multiple speakers facilitates speaker-independent learning of accent. Bradlow and Bent’s 

(2008) findings align with results from other studies demonstrating a benefit of variable 

training. For example, Lively et al. (1993) found that Japanese listeners learned the 

English /r/-/1/ contrast when presented with training stimuli spoken either by multiple 

speakers or by a single speaker. However, only listeners presented with highly variable 

training sets generalized their learning to tokens produced by a novel speaker.

Sidaras et al. (2009) assessed the extent to which highly variable training encourages 

perceptual adaptation to multiple novel speakers. Native English speakers transcribed words 

or sentences spoken by Spanish-accented speakers during training. Transcription 

performance of novel tokens produced by both familiar and unfamiliar speakers was reliably 

more accurate for listeners who completed the training phase than those who did not, 

suggesting that exposure to multiple speakers and lexical items encourages listeners to 

distinguish speaker-dependent from speaker-independent variation to learn systematic 

properties of a particular accent. Highly variable training thus allows listeners to identify 

ways in which the sound structure of foreign-accented speech systematically differs from 

that of native-accented speech. The ability to distinguish between relevant sources of 

variation, speaker-dependent and speaker-independent, during accent learning is critical for 

effective accommodation to unfamiliar accented speech tokens.

The literature discussed thus far provides evidence that listeners readily adapt to foreign 

accented speech. Further, these findings suggest that high-variation training environments 

facilitate the disambiguation of speaker-dependent from speaker-independent characteristics 

in accented speech. However, why this variation is beneficial remains unclear. Exemplar-

based models assume that high-variation exposure increases the number of memory traces 

associated with a particular utterance and thus creates a particularly comprehensive 

representation of a given accent category (Goldinger, 1996; 1998). One possibility that 

builds on exemplar views is that exposure to multiple speakers and linguistic contexts allows 

Tzeng et al. Page 3

J Exp Psychol Hum Percept Perform. Author manuscript; available in PMC 2017 November 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



listeners to compare tokens to identify the similarities and differences across them and 

distinguish relevant from irrelevant variation, thus inducing category structure for accent-

specific regularities (Gentner & Markman, 1994). The role of comparison has been 

examined in the categorization of novel objects (Gentner & Namy, 1999; Namy & Gentner, 

2002), artistic styles (Kang & Pashler, 2012; Kornell & Bjork, 2008), and in face recognition 

(Clutterbuck & Johnston, 2005; Dwyer & Vladeanu, 2009). Kornell and Bjork (2008), for 

example, found that participants who saw paintings by different artists interleaved (spaced) 

during training better identified novel paintings by these artists than participants who saw 

the paintings blocked by artist (massed). This finding suggests that spacing of training 

tokens allowed for more effective discrimination of relevant category features.

Learning to disambiguate systemic accent characteristics from speaker-dependent variation 

may involve comparison processes that facilitate identification of relevant acoustic and 

phonetic features of an accent category. Speaker-independent accent learning occurs once 

the listener effectively identifies which features are consistent across speakers and which are 

idiosyncratic to particular individuals. One potentially important aspect of this category 

learning process, as proposed by Gentner (1983), is that comparison of highly similar, 

prototypical exemplars increases the salience of relevant cues for deciding category 

membership and facilitates categorization of more variable, less prototypical exemplars 

(Gentner, 1983; Gentner & Medina, 1998). Known as the progressive alignment effect, this 

“easy-to-hard” learning process may apply for accent learners such that exposure to accented 

speech tokens that are more easily understood may facilitate the categorization of tokens that 

are relatively less prototypical or intelligible. Thus, the order in which category exemplars 

are presented during training may affect the robustness of category learning.

That listeners are more likely to generalize learning to novel speakers after highly variable 

training implies that accent leaning may involve comparison and progressive alignment of 

accented tokens. However, few studies have examined this possibility. Sumner (2011) found 

that native English speakers who heard French-accented /b/-initial and /p/-initial words with 

variable VOTs experienced greater boundary shifts in their subsequent categorization of /

ba/-/pa/ syllables relative to listeners who heard invariant VOTs during the exposure phase, 

suggesting that variable exposure may lead to shifts in category structure to incorporate non-

native pronunciations. Within the variable VOT exposure conditions, the order of word 

tokens was manipulated such that listeners either heard tokens presented randomly, 

progressively from more native-like to less native-like, or less native-like to more native-like. 

Categorization performance among these three conditions varied such that listeners who 

heard more native-like tokens first experienced the largest boundary shifts, suggesting that 

alignment of accented tokens on a particular dimension or series of dimensions may 

encourage a comparison process that facilitates understanding of unfamiliar pronunciations.

Taken together, the described findings suggest that for perceptual learning of accent, the 

structure of the training exposure may affect listeners’ ability to identify speaker-dependent 

versus speaker-independent characteristics of accented speech. The purpose of the present 

study was to assess this possibility. Exemplar-based models of perceptual learning (e.g., 

Goldinger, 1996; 1998) currently do not account for the role of training structure, as these 

views suggest only that the amount rather than the organization of previous experience 
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affects the robustness of learning. Thus, findings suggesting that the structure of training 

may indeed affect accented speech comprehension would potentially qualify the extent to 

which exemplar-based theories can account for the nature of the perceptual learning process. 

In the current study, we consider the possibility that theories predicting the facilitative 

effects of spaced versus massed training (e.g., Cepeda et al., 2006; Fine & Jaeger, 2013; 

Glenberg, 1979) may apply to perceptual learning of accented speech.

In the present study, we aimed to equate the amount of variation in the training stimuli 

presented across conditions, with conditions differing only in the organization of the training 

materials such that listeners heard tokens blocked by speaker, sentence, or randomized with 

respect to both speaker and sentence. In two experiments, English-speaking listeners 

completed training sessions in which they heard Spanish-accented speech produced by 

multiple non-native speakers. At test, listeners transcribed utterances produced by unfamiliar 

accented speakers. The objective of these studies was to examine the extent to which the 

organization of training materials would encourage comparison and alignment processes that 

would promote generalizable accent learning.

If training structure affects the robustness of generalizable accent learning, then test 

performance may vary as a function of the presentation order of tokens during training. If 

accent learning depends simply on exposure to a given range of type/token pairings during 

training, then the grouping or ordering of items during training should have no influence on 

the robustness of accent learning as indexed by generalization to novel talkers. Although 

exemplar-based models would predict that exposure to systematic variation would induce 

learning of a non-native accent, these models currently do not account for potential 

differences in learning due to training structure or ordering of exemplars. If training 

structure does influence accent learning, then it would suggest that listeners are not only 

encoding variation but also engaging in a perceptual process that may involve comparison of 

similarities and differences across tokens to identify speaker-independent from speaker-

dependent sources of variation.

Manipulating the nature of trial-to-trial changes in speaker and linguistic content across 

training conditions will also allow for an examination of the type of processes that may 

underlie any effect of differences in training structure. For example, for conditions in which 

items are blocked by speaker, there is trial-to-trial variation in linguistic content but not in 

speaker’s voice. If this type of variation during training encourages the most robust learning 

as indexed at test, then it would suggest that the opportunity to attend to and compare how 

each speaker produces a range of linguistic structures may facilitate identification of speaker 

variation and encourage separation of speaker from accent properties. For conditions in 

which items are blocked by linguistic content, there is trial-to-trial variation in speaker’s 

voice but not in linguistic content. Robust learning under these conditions would suggest 

that the opportunity to attend to and compare how particular linguistic structures vary across 

speakers may allow for better identification of the properties of accented speech. However, if 

exposure to trial-to-trial changes in both dimensions results in highest test performance, then 

it would suggest that listeners may need exposure to variation along both speaker identity 

and linguistic content during perceptual learning of accent.

Tzeng et al. Page 5

J Exp Psychol Hum Percept Perform. Author manuscript; available in PMC 2017 November 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



To examine the potential role of progressive alignment in learning accent properties, the 

order of speaker blocks was manipulated during training (Experiment 2). Training tokens 

were blocked by speaker, but speaker order was manipulated such that listeners either 

encountered training trials first from high or low intelligibility speakers, or from interleaved 

high and low intelligibility speakers. If initial training with high- rather than low-

intelligibility speakers results in highest transcription accuracy at test, it would suggest that 

alignment of accented tokens by speaker intelligibility facilitates the extraction of 

commonalities across speakers and encourages speaker-independent perceptual learning of 

accent.

Experiment 1

Experiment 1 assessed the extent to which organization of accented training tokens would 

affect perceptual learning of foreign accented speech. During training, listeners transcribed 

sentences spoken by Spanish-accented speakers. Across training conditions, organization of 

tokens varied such that listeners heard sentences blocked by speaker, sentence, or 

randomized with respect to both speaker and sentence. Critically, listeners heard the same 

set of tokens in each training condition, with only the order in which the tokens were 

presented varying across conditions. At test, listeners transcribed novel sentences spoken by 

unfamiliar accented speakers.

Assessing the effects of organization of training tokens will clarify how trial-by-trial 

variation results in optimal perceptual learning. Given previous findings that robust and 

generalizable perceptual learning requires exposure to multiple speakers and phonetic 

contexts (Lively et al., 1993; Sidaras et al., 2009), we predicted that trial-by-trial variation in 

both speaker identity and sentence item (Variable training) would encourage the most robust 

learning. Variation across both dimensions would allow listeners to readily distinguish 

speaker-dependent idiosyncratic pronunciations from speaker-independent systematicity in 

accented speech.

Method

Participants—One-hundred and forty-five Emory University undergraduates either 

received course credit (n = 74) or were paid $15 for their participation (n = 71). All were 

native English-speaking monolinguals1 and reported no history of speech or hearing 

disorders.

Materials—Stimuli used in this experiment were a subset of those used in Sidaras et al. 

(2009). Eight native Spanish speakers (four male, four female) from Mexico City were 

recruited from the Atlanta area to record word and sentence stimuli. Each speaker produced 

144 monosyllabic English words and 100 Harvard sentences (Rothauser et al., 1969). 

Sentences ranged from 6 to 10 words and were phonetically balanced to reflect the 

frequency of phonemes in English. Recordings were re-digitized at a 22050 Hz sampling 

1Only individuals who (1) had learned English as their first language and (2) were not fluent in any other language were eligible to 
participate in the current experiments. Native English-speaking monolingual status for participants was verified using responses from a 
language background questionnaire that participants completed prior to the experimental task.
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rate, edited into separate files, and amplitude normalized. Only the sentences were used in 

the current study.

To determine baseline intelligibility of the recorded stimuli, separate groups of native 

English-speaking listeners transcribed all 144 words and 100 sentences for each of the eight 

speakers (10 listeners per accented speaker). The proportion of correctly transcribed words 

was calculated across listeners for each of the eight speakers (M = 81.59%). An additional 

10 listeners rated the accentedness of ten sentence-length utterances from each of the eight 

speakers. Listeners rated the accentedness of each sentence on a 7-point Likert-type scale, 

from 1 = "not accented" to 7 = “very accented”. Mean accentedness ratings were calculated 

for each speaker (M = 4.38, range = 3.10 – 6.17). Table 1 lists mean accentedness ratings, as 

well as baseline sentence intelligibility scores for each speaker.

Stimuli used in the current study consisted of 56 of the Harvard sentences. Two groups of 

four speakers (two male and two female) were constructed to create training and test groups. 

Speaker groups were equated overall for sentence intelligibility (M1 = 80.45, M2 = 82.73) 

and accentedness (M1 = 4.07; M2 = 4.70) such that the two groups did not differ 

significantly on either factor (sentence intelligibility, t(6) = .-34, p = .746; accentedness, t(6) 

= −.72, p = .497). Within each group, two of the speakers (one male and one female) were 

characterized as high intelligibility (M1 = 90.15; M2= 87.25), and two as low intelligibility 

speakers (M1 = 70.75; M2 = 78.20). Across both speaker groups, intelligibility ratings were 

reliably higher for high-intelligibility versus low-intelligibility speakers, t(6) = 4.12, p = .

006, Mhigh = 88.70; Mlow = 74.48.

Procedure—Listeners were assigned to one of four conditions, three of which included 

both training and test phases. Speaker group was counterbalanced for all training conditions 

such that half the listeners in each condition heard Group 1 during training, and half heard 

Group 2 during training. Listeners completed the experiment in groups of four or fewer, with 

stimulus presentation controlled on a PC computer using E-prime 1.1 (Schneider, Eschman, 

& Zuccolotto, 2002). Auditory stimuli were presented binaurally over Beyerdynamic DT100 

headphones at approximately 75 dB SPL.

Training phase: During training, listeners heard 36 sentences spoken four times each, once 

by each of four Spanish-accented speakers. Upon hearing each sentence, listeners 

transcribed what they heard. After each response, listeners saw the target sentence presented 

on the computer screen and then heard the sentence a second time. In other words, the 

training phase was supervised such that listeners received explicit feedback followed by 

stimulus repetition.

Across the three training conditions, listeners transcribed the same tokens. However, the 

presentation order of tokens varied across training conditions, allowing us to assess the 

effect of training structure on accuracy of learning. Listeners in the Sentence condition heard 

tokens grouped by sentence such that they heard each sentence repeated four times in 

succession, once by each speaker, with speaker and sentence order randomized. Listeners in 

the Speaker condition heard sentences grouped by speaker, such that they heard all 36 

sentences spoken by one speaker before hearing the same sentences spoken by the next 
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speaker, with speaker order systematically manipulated such that listeners heard high-

intelligibility speakers first (HHLL), last (LLHH), or interleaved (LHLH, HLHL). Listeners 

in the Variable condition heard the same set of sentences and sentence-speaker pairings, but 

items were randomized with respect to both sentence and speaker such that speaker’s voice 

and sentence content both varied from trial-to-trial. Those assigned to the Control condition 

received no training and completed only the test phase.

Generalization Test: To examine the extent to which perceptual learning generalized to 

novel speakers and sentential content, listeners in all conditions heard 20 novel sentences at 

test spoken by four Spanish-accented speakers that they did not hear during training. Test 

sentences were mixed in white noise (+10 signal-to-noise ratio), with sentence-speaker 

pairings randomized. Listeners transcribed five sentences spoken by each of the four 

speakers without corrective feedback.

Analysis—Analyses were conducted in R (version 3.0.3; R Core Team, 2014) using the 

lme4 package (Bates, Maechler, Bolker, & Walker, 2014). Follow-up comparisons were 

conducted using the multcomp package (Hothorn, Bretz, & Westfall, 2008). Logistic mixed-

effects models were chosen over traditional means comparisons2 (e.g., ANOVA) to (1) 

represent all systematic sources of variance in our outcome variables by accounting for both 

fixed and random effects and (2) maximize the statistical power of our analyses (Baayen, 

Davidson, & Bates, 2008; Barr, Levy, Scheepers, & Tilly, 2013; Jaeger, 2008; Locker, 

Hoffman, & Bovaird, 2007; Raaijmakers, 2003).

Results and Discussion

Training phase—Across conditions, participants heard and transcribed each of the 36 

training sentences four times, once by each speaker. The proportion of correctly transcribed 

words in each sentence was calculated for all sentences. Each word was coded as either 

correct (1) or incorrect (0). Homophones (e.g., creak, creek), regular verb tense changes 

(e.g., cook, cooked) and clearly identifiable words that contained minor typographical errors 

(e.g., chicken, chiken) were scored as correct. Words that were misspelled and ambiguous 

(e.g., thin, tind) were coded as incorrect.

Fig. 1 shows the transcription accuracy for each of the four times the sentences were 

repeated. A logistic mixed-effects model assessed the extent to which transcription accuracy 

varied as a function of repetition and condition. Sentence and subject were included as 

random effects with random slopes allowing subjects to vary with respect to repetition. Best-

fitting models for all analyses were determined using step-wise model comparisons using 

log-likelihood ratio tests (Baayen et al., 2008). Including the interaction between repetition 

and condition in the model significantly improved model fit, χ2 (6) = 17.20, p = 0.008, 

suggesting that the trajectory of learning across sentence repetitions differed as a function of 

condition. Planned contrast analyses indicated that transcription accuracy in the Variable, 

2In addition to logistic mixed-effects models, linear mixed-effects models and ANOVAs were also run for all reported analyses across 
all experiments. Results patterned similarly across all three statistical approaches. Cases where statistical results for test performance 
deviated across approaches are noted. Results from logistic rather than linear mixed models are reported as the former more accurately 
accounts for variance in data that are bounded by 0 and 1 (Barr, 2008; Jaeger, 2008).
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Sentence, and Speaker conditions differed as a function of repetition. Reliable improvement 

in transcription accuracy was observed between repetitions 1 and 2 (Variable, b = 1.88, p < .

001; Sentence, b = 2.41, p < .001; Speaker, b = 1.13, p < .001). For the Variable condition, 

transcription accuracy also improved significantly in the Variable condition between 

repetitions 3 and 4, b = 2.09, p < .049, but decreased significantly in the Sentence condition, 

b = −2.21, p = .037. Although participants’ learning trajectories differed as a function of 

condition, contrast analyses indicated that listeners’ transcription accuracy across conditions 

was significantly higher for repetition 4 (M = .98, SD = .04) than for repetition 1 (M = .90, 

SD = .04; b = 2.33, p < .001), suggesting that participants engaged in perceptual learning for 

all conditions in the training phase.

Generalization test—It was hypothesized that training would result in increased 

transcription accuracy and that training that highlighted speaker-independent properties of 

accent (Variable training) would result in more accurate transcription than training that 

highlighted speaker-specific properties (Speaker training) or sentence-specific properties 

(Sentence training). Fig. 2 shows transcription accuracy (proportion of correctly transcribed 

words) as a function of condition. A logistic mixed-effects model assessed the extent to 

which transcription accuracy varied as a function of condition. Sentence and subject were 

included as random effects. Including condition in the model as a fixed effect significantly 

improved model fit, χ2 (3) = 12.18, p = 0.007, suggesting that test performance differed 

reliably across conditions. Contrast analyses indicated significantly higher transcription 

accuracy in the Variable condition than in the Control condition, b = 0.29, p = .046, Sentence 

condition, b = 0.33, p = .020, and Speaker condition, b = 0.48, p < .001. All other 

comparisons were not significant (all bs < .19, all ps > .156).

Transcription accuracy at test was highest for listeners who completed Variable training, 

suggesting that trial-by-trial changes in both speaker identity and linguistic content 

encouraged generalized learning to novel speakers and sentences. Given that Variable 

training included the most trial-to-trial change and may be perceived as the most difficult of 

the training conditions, optimal test performance in this condition may be surprising (but see 

Alter, Oppenheimer, Epley, & Eyre, 2007; Bjork, 1994). However, trial-by-trial change 

across two variables may have allowed listeners in the Variable condition to more readily 

separate variation due to acoustic differences in speakers’ voice from systematic variation 

due to accent. Grouping tokens by sentence or speaker highlighted either pronunciations 

with limited exposure to varying phonetic environment or idiosyncratic characteristics of 

speakers’ voices. Neither of these two training structures provided optimal conditions under 

which listeners could extract speaker-independent systematicities of accent.

Taken together with the finding that test performance in the Sentence and Speaker conditions 

did not reliably differ from that in the Control condition, the facilitative effect of Variable 

training suggests that optimal accent learning occurs when both linguistic content and 

speaker identity change together during training. However, one alternative possibility is that 

this facilitative effect is instead driven by the similarity in task strategy employed by 

listeners at Variable training and at test. In both, listeners transcribed sentences that varied 

by speaker and sentence across successive trials. Thus, rather than learning speaker-

independent accent regularities, listeners may have instead learned a task-specific attentional 
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strategy for coping with trial-to-trial changes in speaker and sentence. Although some (e.g., 

Sidaras et al., 2009) have found no difference in test performance between English training, 

where trial to trial changes occur with accented exposure, and no training control conditions, 

others (e.g., Bradlow & Bent, 2008) have found that test accuracy is higher in English 

training versus no training conditions, suggesting some benefit for task familiarity. The 

facilitative effect of Variable training in our test may thus have occurred as a consequence of 

adaptation to task strategy rather than a consequence of exposure to informative variation 

across trials. Experiment 1b addresses this possibility.

Experiment 1b

The objective of Experiment 1b was to assess the extent to which reliably better test 

performance in the Variable training condition could be attributed to the similarity between 

task strategy employed during training and test. In the current experiment, we compared 

listeners’ transcription accuracy at test after completing Variable training identical to that 

implemented in Experiment 1 (Spanish Variable), Variable training with sentences spoken 

by native English speakers (English Variable), or no training (Control). If the facilitative 

effect of Variable training occurs as a result of task familiarity, test performance should not 

differ between the two training conditions. If the facilitative effect is instead due to 

experience with informative variation that encourages generalized learning to novel accented 

speakers and items, test performance in the Spanish Variable condition should be reliably 

better than in the English Variable and no training conditions. For both Spanish Variable and 

English Variable training, listeners must attend to changes in speaker identity and sentence 

from trial to trial. Thus, higher test performance in the Spanish Variable condition relative to 

that in the English Variable condition would suggest that the facilitative effect of Variable 

training cannot be entirely attributed to listeners’ implementation of a task-specific 

attentional strategy.

Method

Participants—Sixty Emory University undergraduates received course credit for their 

participation. All were native English-speaking monolinguals and reported no history of 

speech or hearing disorders.

Materials—Stimuli presented during training in the Spanish Variable and at test in all 

conditions were identical to those used in Experiment 1. Training stimuli in the English 

Variable condition consisted of the same 56 Harvard Sentences as in the Spanish Variable 

condition but spoken instead by eight (four male and four female) native English speakers 

who spoke a Standard American English accent familiar to the participants.

Procedure—Listeners were assigned to the Spanish Variable, English Variable, or Control 

condition. Training and test structure were identical in the Spanish Variable and English 

Variable conditions such that listeners transcribed 36 sentences spoken four times each, once 

by each of the four speakers, with speaker and sentence varying with each trial. At test, 

listeners in all conditions transcribed 20 novel sentences mixed in white noise spoken by 
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Spanish-accented speakers who were not heard during training. All other aspects of the 

procedure were identical to that in Experiment 1.

Results and Discussion

Training phase—The proportion of correctly transcribed words in each sentence was 

calculated for all sentences. Fig. 3 shows the transcription accuracy for each of the four 

times the sentences were repeated in both the Spanish and English Variable training 

conditions. A logistic mixed-effects model assessed the extent to which transcription 

accuracy varied as a function of repetition and condition. Sentence and subject were 

included as random effects with random slopes allowing subjects to vary with respect to 

repetition. Including the interaction between repetition and condition in the model 

significantly improved model fit, χ2 (3) = 14.73, p = 0.003, suggesting that the trajectory of 

learning across sentence repetitions differed as a function of condition. Planned contrast 

analyses indicated that transcription accuracy in the English Variable condition did not differ 

as a function of repetition. Performance in the Spanish Variable condition differed 

significantly across repetitions with reliable improvement between repetitions 1 and 2, b = 

1.14, p < .001, and between repetitions 3 and 4, b = 2.15, p < .001. For Spanish Variable 

training, listeners’ transcription accuracy was significantly lower for the first (M = .88, SD 
= .03) versus last (M = .98, SD = .03) repetition, b = −2.84, p < .001, suggesting that 

perceptual learning occurred. For English Variable training, accuracy for the first (M = .97, 

SD = .02) versus last (M = .98, SD = .02) did not differ, b = −0.20, p = .818, as listeners’ 

accuracy was already near ceiling when transcribing the sentences at repetition 1.

Generalization test—Fig. 4 shows the proportion of correctly transcribed words at test as 

a function of condition. A logistic mixed-effects model assessed the extent to which 

transcription accuracy varied as a function of condition. Sentence and subject were included 

as random effects. Including condition in the model as a fixed effect significantly improved 

model fit, χ2 (2) = 20.12, p < .001, suggesting that test performance differed reliably across 

conditions. Contrast analyses indicated significantly higher transcription accuracy in the 

Spanish Variable condition than in the English Variable condition, b = 0.46, p = .008, and 

the Control condition, b = 0.78, p < .001. The comparison between performance in the 

English Variable and Control conditions was also significant, with reliably higher 

transcription accuracy in the English Variable condition, b = 0.32, p = .034.3

This pattern of findings suggests that adaptation to the task, which involved learning trial-to-

trial variation in speaker’s voice and linguistic content for both Spanish and English training 

conditions, cannot fully account for superior test performance in the Variable condition in 

Experiment 1, as transcription accuracy at test for the Spanish Variable condition was 

reliably higher than for both the English Variable and Control conditions. Reliably higher 

performance in the English Variable condition relative to that in the Control condition 

suggests that familiarity with task strategy does offer some benefit at test. However, if the 

3The contrast comparisons assessing differences between test performance in the English Variable and Control conditions yielded no 
significant difference between the two conditions in the linear mixed model, b = .02, p = .348, and the ANOVA follow-up 
comparisons, p = .352,. The reliable difference found with the logistic mixed model at p = .034 should thus be interpreted with 
caution.
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facilitative effect of Variable training in Experiment 1 occurred solely as an artifact of 

learning task strategy, rather than speaker-independent accent regularities, then test 

performance in the English and Spanish Variable training conditions in the current 

experiment would not have differed, as both conditions required that listeners transcribe 

sentences that varied trial-to-trial by speaker identity and sentence.

A second possibility that may account for relatively higher performance in the Variable 

condition in Experiment 1 is that listeners in the Variable condition might have been able to 

more easily apply their speaker-independent accent knowledge at test because the structure 

of the test phase was similar to the structure of the training phase. However, this possibility 

is unlikely given related findings from previous work. Bradlow and Bent (2008) compared 

listeners' transcription performance of accented sentences spoken by a single novel speaker 

after hearing multiple accented speakers or a single accented speaker during training. 

Transcription performance at test was higher in the multiple- versus single-speaker 

condition, suggesting that similarity in task structure cannot fully account for generalization 

of learning, as the task structure in the multiple-speaker condition differed between training 

and test. Whereas training in the multiple speaker condition varied by both speaker and 

sentence from trial to trial, listeners only heard one speaker at test (blocked presentation). If 

perceptual learning of accent were driven primarily by similarity in task structure, listeners 

would not have exhibited learning in the multiple-speaker condition. In the current study, 

mismatching task structure between training and test is unlikely to fully account for the lack 

of evidence for learning in the Speaker and Sentence training conditions. Taken together, the 

findings from Experiments 1 and 1b suggest that speaker-independent learning of accent 

occurs when listeners have the opportunity to compare across relevant sources of variation 

from trial-to-trial.

Experiment 2

Having established in Experiment 1 that training structure affects learning and 

generalization, Experiment 2 explored the unexpected finding that no evidence of learning 

was found in the Speaker condition in Experiment 1. Given this unexpected result, one 

hypothesis is that the ordering of speakers during training affects accent learning. Previous 

evidence suggests that systematic ordering of training materials by a particular dimension 

may facilitate listeners’ understanding of unfamiliar non-native pronunciations (e.g., 

Sumner, 2011). Thus, Experiment 2 examined the effects of Speaker training in the context 

of a particular type of training structure, progressive alignment. Specifically, Experiment 2 

assessed the extent to which progressive alignment of training tokens by a single variable, 

speaker intelligibility, would facilitate speaker-independent accent learning.

Speaker intelligibility has been found to be associated with acoustic-phonetic properties, 

such as vowel space dispersion (Bradlow, Torretta, & Pisoni, 1996; Bond & Moore, 1994) 

and consonant-to-vowel amplitude ratios (Hazan & Simpson, 1998), suggesting that 

intelligibility may index acoustic-phonetic and other properties (e.g., prosodic contours) that 

are more or less native-like. Bradlow and Bent (2008) found faster adaptation to relatively 

high versus low intelligibility foreign-accented speech, suggesting that the more consistent 

and accurate pronunciations found in high-intelligibility utterances might facilitate 
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perceptual learning of accent. Just as progressive alignment of tokens is generally 

hypothesized to facilitate a comparison process that may highlight commonalities and 

differences among exemplars (Gentner, 1983; Gentner & Medina, 1998), progressive 

alignment of accented tokens by speaker intelligibility may facilitate the extraction of 

commonalities across speakers and encourage speaker-independent perceptual learning of 

accent. In the current experiment, conditions that included progressively aligned stimuli 

involved presenting accented sentences spoken by highly intelligible followed by those that 

were progressively less intelligible, thus creating an "easy-to-hard" training structure.

Listeners in Experiment 2 completed the same training as in the Speaker condition from 

Experiment 1 with the order of high- and low-intelligibility speaker blocks systematically 

manipulated.4 If ordering tokens by speaker intelligibility allows listeners to more readily 

identify speaker-independent acoustic properties of accent, then we would predict that 

listeners will achieve highest mean transcription accuracy at test when trained with high- 

rather than low-intelligibility speakers first.

Method

Participants—One-hundred and twenty-three Emory University undergraduates either 

received course credit (n = 61) or were paid $15 for their participation (n = 62). All were 

native English speakers and reported no history of speech or hearing disorders.

Materials—Stimuli were identical to those used in Experiment 1.

Procedure—Listeners were randomly assigned to one of four conditions that included both 

training and test sessions. All other aspects of the procedure were identical to that in 

Experiment 1.

Training phase: During training, listeners heard 36 sentences spoken four times each, once 

by each of four Spanish-accented speakers. As in the Speaker condition in Experiment 1, 

listeners heard all 36 sentences spoken by one speaker before hearing the same sentences 

spoken by the next speaker. The order of high- and low- intelligibility speaker blocks was 

systematically manipulated such that listeners heard high-intelligibility speakers first 

(HHLL), last (LLHH), or interleaved (LHLH, HLHL). Systematic ordering of high- and 

low-intelligibility speakers allowed for examination of order effects along this speaker 

characteristic.

Generalization test: Listeners completed a test phase identical to that in Experiment 1.

Results and Discussion

Training phase—The proportion of correctly transcribed words in each sentence was 

calculated for all sentences. Fig. 5 shows the transcription accuracy for each of the four 

4Although the training conditions in Experiment 2 were identical to the Speaker training condition in Experiment 1, a separate group 
of participants were run in order to independently assess the extent to which progressive alignment by speaker intelligibility would 
affect perceptual learning. Rather than include additional participants in the Speaker condition of Experiment 1 and conducting a 
follow-up analysis, this approach ensured that the number of participants in Experiment 1 remained constant across the training 
conditions.
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times the sentences were repeated. A logistic mixed-effects model assessed the extent to 

which transcription accuracy varied as a function of repetition and condition. Sentence and 

subject were included as random effects with random slopes allowing subjects to vary with 

respect to repetition. Best-fitting models for all analyses were determined using step-wise 

model comparisons using log-likelihood ratio tests. Including the interaction between 

repetition and condition in the model significantly improved model fit, χ2 (9) = 115.31, p < 

0.001, suggesting that the trajectory of learning across sentence repetitions differed as a 

function of condition.

Planned contrast analyses indicated that transcription accuracy in the LLHH condition 

differed as a function of repetition with reliable improvement in performance between 

repetitions 1 and 2, b = 1.38, p < .001, and between repetitions 2 and 3, b = 1.71, p = .005. 

Performance in the HHLL condition reliably improved between repetitions 1 and 2, b = 

1.12, p = .017, and a reliably decreased between repetitions 2 and 3, b = −1.16, p = .017. For 

the LHLH condition, transcription accuracy reliably improved between repetitions 1 and 2, b 
= 0.10, p < .001, and between repetitions 3 and 4, b = 0.02, p < .001, and reliably decreased 

between repetitions 2 and 3, b = −0.01, p = .025. Lastly, transcription accuracy in the HLHL 

condition reliably improved between repetitions 1 and 2, b = 0.009, p = .041, and between 

repetitions 2 and 3, b = 0.04, p < .001, and a reliably decreased between repetitions 3 and 4, 

b = −0.01, p = .022. Although participants’ learning trajectories differed as a function of 

condition, contrast analyses indicated that listeners' transcription accuracy across all 

conditions was significantly higher for repetition 4 (M = .98, SD = .03) than for repetition 1 

(M = .91, SD = .05; b = 1.72, p < .001), suggesting that participants engaged in perceptual 

learning across all conditions in the training phase.

Generalization test—Fig. 6 shows transcription accuracy (proportion of correctly 

transcribed words) as a function of condition. A logistic mixed-effects model assessed the 

extent to which transcription accuracy varied across the four training conditions and the 

Control condition from Experiment 1. Sentence and subject were included as random 

effects. Including condition in the model as a fixed effect significantly improved model fit, 

χ2 (4) = 9.98, p = 0.041, suggesting that alignment of tokens by speaker intelligibility 

differentially facilitated generalization of accent learning.5 Contrast analyses indicated that 

transcription accuracy in the LHLH condition was reliably higher than in the HHLL 

condition, b = .40, p = .046. All other comparisons were not significant (all bs < .33, all ps 

> .155).

That test performance in the HHLL condition was numerically worse than performance in 

the other conditions and statistically worse than in the LHLH condition contradicts our 

prediction that that listeners would achieve highest mean transcription accuracy at test when 

trained with high- rather than low-intelligibility speakers first. One possibility for this lack 

of a progressive alignment effect might be that the inclusion of four talkers might have been 

too few to allow generalizable learning to occur. A related possibility is that the difference 

5Including condition in the linear model as a fixed effect did not significantly improve model fit, χ2 (4) = 4.17, p = 0.384. A one-way 
ANOVA comparing transcription accuracy at test across the conditions also showed that transcription accuracy did not reliably differ, 
F(4, 146) = 1.251, p = .193, partial η 2 = .041, suggesting that the results of the logistic mixed model should be interpreted with 
caution.
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between the high and low intelligibility speakers was not optimal for a progressive 

alignment comparison process to be necessary or beneficial. That is, relative differences 

between speakers’ intelligibility may have been too large or small to effectively scaffold 

learning of the accent category (Gentner, 1983; Genter & Medina, 1999). Despite the 

significant difference between LHLH and HHLL conditions, that none of the orderings by 

speaker intelligibility yielded test performance that differed from that in the Control 

condition provides evidence that grouping tokens by speaker does not allow listeners to 

identify systematic variation due to accent.

General Discussion

The current results suggest that the organization of training tokens influences perceptual 

learning of an accent category. With amount of variation held constant across training 

conditions, results showed that relative to trial-by-trial variation in either linguistic content 

or speaker identity, variation in both factors across training trials yielded more accurate 

transcription of novel tokens spoken by unfamiliar accented speakers. These findings 

provide novel insight into the process by which listeners update their speech representations 

to enable generalizable accent learning. Beyond the importance of exposure to sufficient 

variation during training for generalization to occur, perceptual learning involves the 

opportunity to align relevant sources of variation across instances. Existing exemplar-based 

theories of spoken language perception do not account for the role of training structure in 

perceptual learning. Thus, the current findings qualify the extent to which these models 

represent the process by which listeners adapt to variation in the speech signal.

In two experiments, English-speaking listeners completed training sessions in which they 

heard Spanish-accented speech produced by multiple non-native speakers. In Experiment 1, 

we assessed whether training structure would influence learning of sentence-length 

utterances. Listeners transcribed sentences with the highest accuracy in the Variable 

condition, suggesting that training structure impacted perceptual learning. Results from 

Experiment 1b suggest that this facilitative effect of the Variable training cannot be solely 

attributed to similarities in task structure between training and test. Experiment 2 assessed 

the extent to which the progressive alignment of training tokens by a single variable, speaker 

intelligibility, would facilitate speaker-independent accent learning. Listeners’ test 

performance across alignment types did not differ from performance in the no-training 

control, suggesting that alignment of tokens by speaker intelligibility did not affect 

perceptual learning of accented speech.

Overall, findings from the current study suggest that training structure affects the robustness 

of generalization during accent learning. Specifically, trial-by-trial variation on two 

dimensions, speaker’s voice and linguistic content, appeared to significantly facilitate 

learning of systematic, speaker-independent accent regularities and did so even when the 

amount of variation in the training materials was held constant. These findings are consistent 

with previous work suggesting a facilitative effect of high-variation training on perceptual 

learning of accented speech (e.g., Bradlow & Bent, 2008; Iverson, Hazan, & Bannister, 

2005; Lively et al., 1993; Sidaras et al., 2009; Barcroft & Sommers, 2005; Sumner, 2011). 

Bradlow and Bent (2008) found that relative to participants who only heard one speaker 
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during training, those who heard sentences spoken by multiple speakers during training 

transcribed sentences spoken by a novel accented speaker at test more accurately, suggesting 

that speaker variation facilitates speaker-independent learning of accent. Similarly, Lively et 

al. (1993) found that whereas listeners who completed training with the /r/-/l/ contrast 

produced by multiple speakers generalized their learning to novel tokens and speakers, 

listeners who heard one speaker at training generalized learning only to novel tokens 

produced by the same speaker but not to unfamiliar speakers. Taken together, these results 

suggest that training with tokens that are highly variable across multiple dimensions 

encourages identification of speaker-independent systematicities in accented speech.

Going beyond previous findings, the results of the current study suggest that generalization 

under high-variation exposure conditions depends on how stimuli are ordered during 

training. When the same set of stimuli are blocked by speaker or by sentence, there is no 

evidence of cross-speaker generalized learning. When the structure of the training phase 

maximizes trial-to-trial variation across both dimensions, however, cross-speaker learning is 

robust. Thus, trial-to-trial variation in speaker and sentence content promotes speaker-

independent learning of accent. Across experiments, listeners consistently showed better 

performance when given the opportunity to compare and contrast variation across relevant 

source dimensions. That there was no evidence of speaker-independent learning in the 

Speaker and Sentence conditions underscores the significance of comparing across multiple 

sources of variation in order to achieve accent learning that generalizes to novel speakers 

and novel linguistic content. Previous findings suggest that speaker variation promotes 

speaker-independent of foreign-accented speech (e.g., Bradlow & Bent, 2008; Sidaras et al., 

2009). However, the current finding that neither speaker- or sentence-blocked training 

yielded learning suggests that multi-speaker exposure might be necessary but not sufficient 

for robust speaker-independent learning of accent. Crucially, learning occurs when listeners 

are provided with the opportunity to compare across multiple sources of variation during 

exposure.

The effect of training structure in the current study is consistent with literature suggesting 

that comparing tokens can facilitate category membership learning more generally (Gentner 

& Namy, 1999; Higgins & Ross, 2011; Kang & Pashler, 2012; Kornell & Bjork, 2008; 

Namy & Gentner, 2002). The current findings also align with work showing a benefit for 

spaced versus massed exposure on motor- and verbal-learning tasks (e.g., Schmidt & Bjork, 

1992). Trial-to-trial comparison of tokens spoken by different speakers may facilitate the 

disambiguation of variation due to individual speaker’s idiosyncratic pronunciations from 

speaker-independent regularities in accent. However, given findings by Perrachione et al. 

(2011) that trial-by-trial variation in a vocabulary learning task benefitted only participants 

with stronger rather than weaker auditory abilities, future work might consider individual 

differences when evaluating performance in perceptual learning paradigms.

The ordering of training stimuli may also provide a “desirable difficulty” (Bjork, 1994) that 

leads to more elaborative processing (e.g., Alter et al., 2007). Variable training included 

trial-to-trial variation along multiple dimensions and may have been more difficult than the 

other training exposure conditions. Given this difficulty in processing during Variable 

training, one possibility is that listeners adopted more effortful strategies to extract speaker-
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independent accent sytematicities. Similarly, error-based implicit learning accounts (e.g., 

Fine & Jaeger, 2013) also suggest a role of training structure in learning outcomes. 

According to such views, learning elicits prediction errors such that expectations generated 

from recently processed information affect predictions about upcoming material. Error-

based models have been discussed in the context of syntactic acquisition such that learners' 

representations update to account for erroneous predictions about correct syntactic form 

(e.g., Chang, Dell, & Bock, 2006). Larger prediction errors (surprisal) increase processing 

difficulty, which then enhances the learning of correct syntactic forms. Relative to other 

training conditions, Variable training may induce greater levels of surprisal (e.g., greater trial 

to trial predictive error), as each trial presents stimuli that is different in both speaker identity 

and lexical content. This surprisal may enhance the flexibility in listeners' representation of 

accented speech and facilitate generalization of learning to novel talkers and lexical items.

Not mutually exclusive from this possibility is that training structure may affect the extent to 

which listeners weigh particular speaker and accent characteristics (Francis & Nusbaum, 

2002; Iverson & Kuhl, 1995). Relative to the structure of training in the other conditions, 

Variable training provides the richest source of information as both speaker identity and 

linguistic content change with each trial. Optimal test performance for participants in the 

Variable condition in the current study can potentially be attributed to reweighting acoustic 

cues from one trial to the next that help to highlight systematic variation due to accent and 

divert attention from idiosyncratic pronunciations unique to each speaker. Although findings 

from the current study do not disambiguate among these possible mechanisms, they do 

suggest that training structure plays an important role in achieving perceptual learning that 

generalizes to novel speech tokens.

The results of Experiment 2 suggest that progressive alignment of training tokens by speaker 

intelligibility did not facilitate speaker-independent accent learning, at least in this training 

context. However, these findings are not entirely inconsistent with evidence suggesting that 

alignment of training tokens on a specific dimension facilitates perceptual learning of speech 

(Church et al., 2013; Iverson et al., 2005; Sumner, 2011). Sumner's (2011) results, for 

example, suggest that aligning training tokens by a specific acoustic property such as VOT 

may be more likely to elicit perceptual learning. Similarly, Church et al. (2013) showed that 

participants’ ability to discriminate between bird song rates varied as a function of training 

structure. During training, those who heard the original bird song rate paired with stimuli 

ordered from most to least different from the original (easy-to-hard or progressive training), 

performed better on a discrimination task with both familiar and novel stimuli than those 

who completed anti-progressive, or random training. In the current study, speaker 

intelligibility is defined by the mean transcription accuracy of each speaker's utterances and 

thus implies using more global or diverse attributes to categorize low and high intelligibility 

speakers. Indeed, alignment by speaker intelligibility necessitates grouping by a host of 

acoustic-phonetic dimensions, including characteristic vowel space and segmental timing 

relations (Bradlow et al., 1996). The finding that test performance in Speaker and Sentence 

conditions in Experiment 1 did not differ from that in the Control condition, along with little 

evidence for learning in Experiment 2, suggests alignment along a single relevant dimension 

(i.e., speaker or linguistic item), or progressive alignment along a global dimension such as 

intelligibility may not facilitate learning. Rather, aligning tokens by more specific acoustic-
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phonetic features may yield learning that generalizes to novel speakers and lexical items. It 

remains for future research to determine whether particular acoustic-phonetic characteristics 

of foreign accented speech can be aligned to elicit optimal perceptual learning.

One alternative explanation for the higher test performance in the training conditions relative 

to the no-training control is that training increases task familiarity. However, findings from 

perceptual learning studies that include training with tokens spoken by native English 

speakers (e.g., Sidaras et al., 2009) indicate no reliable performance differences between 

native English training and no training for both word and sentence stimuli. In addition, 

findings from Experiment 1b eliminated task familiarity as a potential explanation for better 

performance at test in the Variable condition, as listeners who completed Spanish Variable 

training outperformed those who completed English Variable training or no training. Thus, 

differences between conditions in the current study cannot solely be attributed to familiarity 

with the task itself.

A second potential explanation for the differential test performance across conditions is that 

the conditions varied in the temporal distance between repetitions of tokens and hence 

perhaps, in possible memory constraints. A listener in the Variable condition, for example, 

could hear approximately 36 sentences during training before hearing any given sentence for 

a second time, whereas a listener in the Sentence condition would hear a given sentence 

repeated in the very next trial. Perhaps listeners derived some learning benefit from the delay 

in repetition of sentence content. However, since repetitions of each sentence were of similar 

temporal distances in both the Variable and Speaker conditions, this difference in temporal 

distance of stimuli repetitions cannot fully account for the optimal performance in the 

Variable versus Speaker conditions. Taken together, the findings suggest that it is primarily 

the organization of the training materials or training structure itself that influenced 

perceptual learning.

The finding that training structure affects perceptual learning provides clear constraints on 

models of speech perception to account for the role of exposure structure in speech 

perception. Although the results of the present study align in part with exemplar-based 

models of speech perception (e.g., Goldinger, 1996; 1998), which claim that highly detailed 

surface characteristics of spoken utterances, such as speaker’s voice, speaking rate, 

intonation contour, and F0, are encoded in listeners' representations of spoken utterances, 

currently unaccounted for in exemplar-based models is a role for training structure in 

perceptual learning. This class of model posits that exposure to highly variable speech 

tokens yields more widely distributed representations that then enable generalizable 

learning. However, exposure to similar distributions of variable tokens should lead to 

equivalent generalization of learning. That training structure in the current study influenced 

perceptual learning when the number and type of training tokens were held constant 

suggests that exemplar-based models, and indeed models of speech processing more 

generally, will need to be expanded to accommodate the influence of structured exposure to 

variation. For example, existing exemplar models of speech perception might incorporate a 

level of processing that encodes the sequencing or time course of listeners’ exposure to 

spoken exemplars. Accounting for training structure would affect which episodic traces are 

activated and either facilitate or interfere with the integration of newly encountered 
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exemplars into memory, and ultimately, the accuracy of word recognition and perceptual 

learning processes.

One computational model that may account for the current findings is Kleinschmidt and 

Jaeger’s (2015) ideal adapter framework. According to this view, optimal perceptual 

learning varies as a function of the statistical distribution of previously experienced percepts, 

the listener’s beliefs or knowledge about the statistics of the relevant categories, and the 

listener’s belief that there is a need to adapt. Perceptual learning of non-native accented 

speech occurs when listeners experience a distribution of pronunciations characteristic of a 

given accent. This prior experience then provides the foundation for generative models that 

combine bottom-up acoustic information and top-down expectations to adapt to the accented 

utterance. Implied in the ideal adapter framework is the idea that the organization of 

experience with accented speech influences the type of generative model that the listener 

implements for understanding accented speech. Thus, Variable training, with meaningful 

trial-by-trial variation in both speaker identity and linguistic content, may give rise to a 

particularly representative and diagnostic set of expectations that allow the listener to 

accommodate novel accented pronunciations produced by novel speakers.

Conclusions

The results of the present study provide support for the significance of training structure in 

perceptual learning outcomes. Whereas previous work has found evidence for the facilitative 

effect of high-variation training on accent learning, the results of the current study suggest 

that beyond the type of variation among training tokens, the organization of tokens affects 

the robustness of learning as well. Overall, these results suggest that identification of 

systematic, speaker-independent regularities can be facilitated by manipulating the structure 

of exposure to variation during the perceptual learning of accented speech. Listeners are not 

only encoding the range and type of variation inherent in the acoustic speech signal but also 

engaging in a perceptual process that may involve online comparison of similarities and 

differences across tokens to identify accent- from speaker-dependent sources of variation. 

Given that extant theories of spoken language processing currently do not account for such 

training structure effects, the present findings suggest the need to incorporate the 

consequences of exposure organization for perceptual learning.
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Figure 1. 
Transcription accuracy during training for each sentence repetition in the three training 

conditions in Experiment 1. Across conditions, listeners' transcription accuracy was 

significantly higher for the last versus the first repetition, suggesting that participants 

engaged in perceptual learning for all conditions in the training phase. Error bars represent 

standard error of the mean for each condition, and indications of significance represent p < .

05.
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Figure 2. 
Transcription accuracy at test as a function of condition in Experiment 1. Transcription 

accuracy was significantly higher in the Variable condition than in the Control, Sentence, 

and Speaker conditions. Error bars represent standard error of the mean for each condition, 

and indications of significance represent p < .05.
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Figure 3. 
Transcription accuracy during training for each sentence repetition in the three training 

conditions in Experiment 1b. By repetition 4, transcription accuracy is near ceiling, 

suggesting that participants engaged in perceptual learning for both conditions in the 

training phase. Error bars represent standard error of the mean for each condition, and 

indications of significance represent p < .05.
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Figure 4. 
Transcription accuracy at test as a function of condition in Experiment 1b. Critically, 

transcription accuracy was significantly higher in the Spanish Variable condition than in the 

English Variable and Control conditions. Error bars represent standard error of the mean for 

each condition, and indications of significance represent p < .05.
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Figure 5. 
Transcription accuracy during training for each sentence repetition in the four training 

conditions in Experiment 2. Across conditions, listeners' transcription accuracy was 

significantly higher for the last versus the first repetition, suggesting that participants 

engaged in perceptual learning for all conditions in the training phase. Error bars represent 

standard error of the mean for each condition, and indications of significance represent p < .

05.
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Figure 6. 
Transcription accuracy at test as a function of condition in Experiment 2. Error bars 

represent standard error of the mean for each condition, and indications of significance 

represent p < .05.
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Table 1

Accentedness and intelligibility for Spanish-accented speakers

Speaker
Group

Gender Mean Accentedness
Ratings

Mean Intelligibility
Scores (Sentences)

(%)

Group 1

Female 5.59 75.6

Female 3.10 89.8

Male 4.77 65.9

Male 2.83 90.5

Group 2

Female 6.17 74.6

Female 4.31 85.5

Male 4.75 89.0

Male 3.55 81.8

Note. Listeners rated the accentedness of each sentence on a 7-point Likert-type scale, from 1 = "not accented" to 7 = “very accented”.
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