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Abstract

In the current study, we present a novel fMRI protocol in which words, pseudowords, and other 

word-like stimuli are passively presented in a rapid, sequential fashion. In this “fast” localizer 

paradigm, items are presented in groups of four; within sets, words are related in orthographic, 

phonological, and/or semantic properties. We tested this protocol with a group of skilled adult 

readers (N=18). Analyses uncovered key regions of the reading network that were sensitive to 

different component processes at the group level; namely, left fusiform gyrus as well as the pars 

opercularis subregion of inferior frontal gyrus were sensitive to lexicality; several regions 

including left precentral gyrus and left supramarginal gyrus were sensitive to spelling-sound 

consistency; the pars triangularis subregion of inferior frontal gyrus was sensitive to semantic 

similarity. Additionally, in a number of key brain regions, activation in response to semantically 

similar words was related to individual differences in reading comprehension outside the scanner. 

Importantly, these findings are in line with previous investigations of the reading network, yet data 

were obtained using much less imaging time than comparable paradigms currently available, 

especially relative to the number of indices of component processes obtained. This feature, 

combined with the relatively simple nature of the task, renders it appropriate for groups of subjects 

with a wide range of reading abilities, including children with impairments.
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1. Introduction

When a reader encounters a written word, a host of brain regions work together to uncover 

its meaning. These regions comprise a network, or circuit, which processes the different 

components of a given visual word form, including its visual features (orthography), its 

associated spoken form (phonology), and its referent (semantics). Each of these component 

processes has been linked to distributed regions of cortex, including occipitotemporal, 

temporoparietal, and inferior frontal regions (Pugh et al., 1996; Fiebach, Friederici, Müller, 

& von Cramon, 2002; Simos et al., 2002). Previous investigations have shown that the 

functional architecture of this circuit is associated with reading skill, and differs in 

systematic ways between typical readers and individuals with reading impairment (Pugh et 

al., 2000; Shaywitz et al., 2002; Hoeft et al., 2006; Norton, Beach, & Gabrieli, 2015; 

Richlan, Kronbichler, & Wimmer, 2009; Richlan, Kronbichler, & Wimmer, 2011). 

Furthermore, even within populations of skilled readers, individual differences in the reading 

circuit are apparent (Seghier et al., 2004; Seghier, Lee, Schofield, & Price, 2008; Jobard, 

Vigneau, Simon, & Tzourio-Mazoyer, 2011; Welcome & Joanisse, 2012).

Because of the tight relationship between brain and behavior for the reading network, a 

snapshot of the neurobiology of this circuit is highly desirable. First, linking behavior with 

neurobiology allows us to gain a better understanding of the functional anatomy of the brain. 

Second, snapshots can be taken at multiple time points to gain insights into the mechanisms 

underlying longitudinal changes in behavior. Finally, characterizing the neurobiology of the 

reading network can feed back to the behavioral level. For example, identifying neural 

pathways involved in reading allows for prediction of long-term reading outcomes (Hoeft et 

al., 2011), or tailoring reading remediation programs to individual reader characteristics 

(Eden & Moats, 2002).

In the current study, we report results from a novel functional imaging paradigm involving 

rapid sequential presentation of words and other word-like stimuli. We have elected to focus 

on single word reading for several reasons. First, by characterizing the neurobiology of the 

reading network, this type of work helps establish a multi-level link between neurobiological 

theories of reading and extant computational models, which mostly concern single word 

reading (Seidenberg, 2012). Second, we wished to develop a tool that could be used to 

characterize individual differences within groups of readers, and we were motivated by 

previous work showing that the effect of psycholinguistic variables such as spelling-sound 

consistency, which is measured at the single word level, varies systematically within groups 

of skilled adult readers (e.g., Strain & Herdman, 1999). Finally, we wished to develop a 

paradigm that could potentially be used as an assay for clinical populations, and 

developmental dyslexia has long been associated with deficits in decoding single words 

(Stanovich, 1988; Snowling, 2000).

We assert that this paradigm not only allows for reliable acquisition of a snapshot of the 

regions associated with the component processes of single word reading, as we demonstrate 

with a group of skilled adult readers; it also presents a number of advantages over similar 

paradigms. Namely, the task is relatively simple in nature, which renders it appropriate for 

use with varied populations of readers, including children with impairments. Second, the 
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administration time associated with the task is brief relative to the number of indices of 

component processes obtained. Because of this short duration, the task can be used in 

conjunction with other types of experimental paradigms within the same scanning session. 

Consequently, we denote the task as a “localizer” which permits an unbiased selection of 

functional regions of interest (ROIs) associated with individual and/or group-level effects 

related to component processes of reading which can then be further probed in 

accompanying experiments (Saxe, Brett, & Kanwisher, 2006). These accompanying 

experiments could potentially query how areas engaged in reading modulate according to 

other domains, such as memory, attention, executive function, and numeracy.

1.1 An Overview of the Reading Circuit

Single word reading has been linked with both subcortical structures (Pugh et al., 2013) as 

well as three cortical systems in the brain: a ventral system centered in left occipitotemporal 

areas, a dorsal system encompassing left temporoparietal areas, and an anterior system 

centered in left inferior frontal gyrus (reviewed in Sandak et al., 2012). In the ventral system, 

it has been argued that cortical areas process information in a hierarchical fashion, 

responding to progressively larger fragments of words (Vinckier et al., 2007). In alphabetic 

languages, these fragments include single letters, groups of two letters (bigrams), groups of 

three letters (trigrams), and so on. In the left hemisphere, this hierarchical processing 

continues into inferior occipitotemporal (OT)/fusiform gyrus, which has been associated 

with the invariant properties of word forms abstracted away from surface variation in font or 

case (McCandliss, Cohen, & Dehaene, 2003). This region, often denoted as the visual word 

form area (VWFA; see Dehaene & Cohen, 2011 for a review), has been argued to be pre-

lexical and pre-semantic, although this view is under debate (e.g., Price & Devlin, 2003; 

2011). From the VWFA, the ventral system extends into middle and inferior temporal gyrus 

(Tagamets, Novick, Chalmers, & Friedman, 2000), both of which have been linked to 

semantic processing (Fiebach et al., 2002; Simos et al., 2002). In addition, recent evidence 

has shown that the anterior temporal lobe (ATL) could also be an important semantic site in 

this pathway (Hoffman, Ralph, & Woollams, 2015).

The dorsal system includes the angular gyrus and the supramarginal gyrus (SMG) in the 

inferior parietal lobule (IPL), as well as posterior superior temporal gyrus (STG). These 

areas are thought to be involved in mapping orthographic input to phonological and semantic 

properties of written words (Xu et al., 2001). However, there remains debate as to the precise 

contributions of subregions of this circuit to cognitive operations across a number of 

domains, including language and number processing (Cabeza, Ciaramelli, & Moscovitch, 

2012). For example, using PET, Démonet, Price, Wise, and Frackowiak (1994) observed that 

AG was recruited when subjects performed a word monitoring task, whereas SMG was 

instead recruited when subjects performed a phoneme monitoring task. These results have 

been taken to support the claim that SMG is specifically involved in mapping between 

orthographic and phonological representations, whereas the AG is instead part of the 

semantic network (e.g., Price, 2000; Ferreira, Göbel, Hymers, & Ellis, 2015).

Finally, the anterior system – centered in left inferior frontal gyrus – has been implicated in a 

number of processes including phonological recoding and semantic integration (Poldrack et 
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al., 1999; Zhu et al., 2012; Zhu et al., 2013). For example, left IFG is sensitive to the 

consistency of the mapping between a visual word and its phonological form (Fiez, Balota, 

Raichle, & Petersen, 1999; Frost et al., 2005; Graves, Desai, Humphries, Seidenberg, & 

Binder, 2010); that is, left IFG is more highly engaged for inconsistent words that do not 

have a one to one mapping between orthography and phonology. In addition, certain 

subregions within left IFG are also sensitive to semantic factors such as imageability, which 

can be defined as the ease with which a word evokes a mental image (Frost et al., 2005; 

Graves et al., 2010). Based on meta-analytic work, it has been suggested that more anterior 

and ventral subregions of the inferior frontal gyrus (e.g., the pars orbitalis subregion, often 

treated as synonymous with Brodmann’s area 47) are more highly involved in semantic 

tasks, whereas more posterior and superior subregions (e.g., near the border of BA 44 and 6) 

are instead more highly involved in phonological tasks (Bookheimer, 2002).

Importantly, the relative engagement of the brain regions within these three systems has 

been linked to individual differences in reading skill (Hoeft et al., 2006; Pugh et al., 2013; 

see Pugh et al., 2010 for review). For example, meta-analytic work has shown that adults 

with reading impairment show hypoactivation of left hemisphere reading regions including 

superior temporal, middle temporal, and OT/fusiform regions, as well as hyperactivation of 

regions such as the left precentral gyrus and the right caudate (Richlan et al., 2011).

1.2 Localization of Regions Sensitive to Component Processes

The neurobiological systems outlined in the previous section have been characterized by a 

number of different functional imaging paradigms with the aim of isolating regions sensitive 

to the component processes of single word reading (for comprehensive reviews see 

Turkeltaub, Eden, Jones, & Zeffiro, 2002, and Vigneau et al., 2006). In particular, these 

paradigms have used a number of different types of manipulations to localize brain regions 

more heavily involved in certain component process compared to others. Broadly, these 

tasks can be distinguished along two key dimensions: the relative extent of active 

metalinguistic processing required for subjects to perform the task, and the amount of 

imaging time required to localize the reading network. As we discuss below, both of these 

dimensions impact the appropriateness of a particular task for different populations of 

readers.

1.2.1 Extent of Active Metalinguistic Processing—A classic design involving active 

metalinguistic processing is that detailed in Pugh et al. (1996), in which subjects were asked 

to perform three different types of judgments while in the scanner, each of which 

emphasized different properties of stimulus pairs. Namely, a case judgment emphasized 

orthographic properties, a rhyme judgment emphasized phonological properties, and a 

category judgment emphasized semantic properties. In each trial, subjects were asked to 

make a response only if the stimulus items in the pair shared a particular property (i.e., the 

stimuli were matched in case, rhymed, or belonged to the same category). This type of 

design has been adopted in more recent studies investigating individual differences in skilled 

readers (Seghier et al., 2004; Welcome & Joanisse, 2012). In addition, it has inspired similar 

designs such as the spelling and rhyming tasks employed by Bolger, Hornickel, Cone, 

Burman, and Booth (2008) and Bolger, Minas, Burman, and Booth (2008), in which children 
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were presented with pairs of words and were asked to judge whether rime bodies within 

pairs either shared the same orthography or pronunciation (e.g., dime vs. lime, mint vs. pint, 

jazz vs. has, staff vs. gain).

An alternative design is the adaptive learning paradigm developed by Sandak et al. (2004). 

In this task, subjects first learned novel semantic associations for a set of pseudowords, and 

subsequently made judgments concerning either the orthographic, phonological, or semantic 

properties associated with individual items. In the scanner, subjects performed an overt 

naming task which included both trained and untrained items; the authors observed training-

specific effects in a number of key reading-related regions which were modulated based on 

the type of behavioral judgment subjects made concerning these items during training. This 

paradigm has since been used by Zhao et al. (2014) to investigate reading of Chinese 

phonograms.

A third type of design is detailed in Graves et al. (2010). In this study, subjects were asked to 

simply read aloud single words. Importantly, the authors included dimensions such as 

frequency and spelling-sound consistency as covariates of interest in the general linear 

model, and then identified regions whose neural activity correlated with these dimensions. 

Using this approach, the authors identified a number of clusters within brain regions such as 

left IFG that showed sensitivity to one or more of these dimensions.

While these designs have certainly been highly successful, some have argued that there are 

benefits to examining the neurobiology of the reading system under more natural conditions, 

in which subjects are not required to make an overt response (e.g., McDermott, Petersen, 

Watson, and Ojemann, 2003). For example, McDermott et al. (2003) reported results from a 

paradigm in which subjects were asked to either selectively attend to sound relationships 

while silently reading rhyming words, or to attend to meaning relationships while silently 

reading semantically related words. In this way, the authors were able to segregate cortical 

regions involved in phonological versus semantic processing in the absence of potential 

confounding processes associated with metalinguistic processing demands. This design was 

an adaptation of an earlier study that also contrasted conditions in which subjects directed 

attention to meaning versus phonological segmentation (Price, Moore, Humphreys, & Wise, 

1997).

Critically, some designs are more appropriate than others for localizing the reading network 

in special populations of readers, such as children with reading disability (RD). It has been 

shown that RD is often co-morbid with attention deficit hyperactivity disorder (ADHD), 

which is typically associated with difficulties in response inhibition (Willcutt, Pennington, 

Olson, Chhabildas, & Hulslander, 2005). As a result, it could be difficult for children with 

RD to perform tasks such as Pugh et al. (1996), which requires subjects to withhold 

responses if items within a stimulus pair do not share a particular property (i.e., matching 

case, rhyming pronunciation, or belonging to the same semantic category). By contrast, 

designs such as Graves et al. (2010) design represent an improvement; however, even 

reading aloud single words while in the scanner could be overly taxing for struggling 

readers, and methodologically it can be challenging to collect and extract reaction times for 

vocal responses under conditions of scanner noise. For similar reasons, the Sandak et al. 
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(2004) task could be difficult for struggling readers, who may have difficulty not only with 

reading aloud in the scanner, but also with the rigorous training schedule prior to scanning. 

Finally, the McDermott et al. (2003) design has the advantage of being relatively passive 

compared to other designs such as Pugh et al. (1996) and Bolger et al. (2008a); however, 

even this task might be difficult for special populations to perform because it involves 

switching the focus of selective attention between blocks of trials.

1.2.2 Amount of Imaging Time—Imaging time is not only a precious commodity in 

terms of operating costs and research productivity; it can be a highly constraining factor 

when working with special populations of individuals. For this reason, obtaining high 

quality functional imaging data in relatively little imaging time is critical when investigating 

the reading network in different populations of readers. As a result, the Pugh et al. (1996) 

design could be relatively inappropriate for special populations given that it takes about 90 

minutes to administer (e.g., Welcome & Joanisse, 2012). Similarly, the Sandak et al. (2004) 

adaptive learning paradigm also requires 90 minutes of imaging time in addition to a 2.5-

hour training session, which again could be overly demanding. The Graves et al. (2010) 

study of the neural systems underlying reading aloud represents an improvement, as subjects 

completed five runs each eight minutes in duration, for a total of forty minutes. This is 

considerably less than even the McDermott et al. (2003) design, which requires about sixty 

minutes of imaging time. Of the tasks so far discussed, the Bolger et al. (2008a) paradigm 

takes the least amount of time (four eight-minute runs for a total of 32 minutes). However, it 

only localizes regions associated with orthographic and phonological consistency and 

importantly does not include any semantic manipulations. In addition, even 32 minutes of 

performing tasks in the scanner could be too time consuming for quality data acquisition, 

especially for groups of children experiencing issues associated with attention deficits and/or 

hyperactivity.

1.2.3 “Fast” Localizer Paradigm—In the current study, we developed a novel fMRI 

localizer in order to overcome the limitations of previous designs. This protocol involves 

rapid presentation of sets of four words that vary in their orthographic, phonological, and 

semantic properties (cf. Pinel et al., 2007), and builds upon previous work in the priming 

literature investigating spelling-sound consistency (e.g., BRIBE-TRIBE versus COUCH-

TOUCH; Meyer, Schvaneveldt, & Ruddy, 1974; Shulman, Hornack, & Sanders, 1978; 

Hanson & Fowler, 1987; Pugh, Rexer, & Katz, 1994) as well as semantic processing (e.g., 

BARN-SHED; Rossell, Price, & Nobre, 2003). Importantly, instead of having subjects 

perform trial-wise responses, this protocol instead has subjects perform a low-level 

recognition memory task at the end of each run. This recognition memory task motivates 

attention to the stimuli but removes potential confounds associated with active 

metalinguistic judgments and response inhibition. Furthermore, compared to other tasks, this 

localizer requires less administration time, especially relative to the number of indices of 

component processes obtained. As we show in this report, we were able to reliably localize 

the reading network in a group of skilled adult readers using just twenty-one minutes of 

imaging time per subject. These 21 minutes included presentation of two auditory conditions 

that we do not report here for the sake of brevity; the print conditions themselves were thus 

presented over the course of 16 minutes. Within this amount of time, we isolated regions 
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sensitive to lexicality, spelling-sound consistency, and semantic similarity in accordance 

with previous studies. In addition, we identified regions sensitive to semantic similarity that 

showed individual differences related to subjects’ reading comprehension scores outside the 

scanner. These findings not only underscore the utility of the paradigm but also highlight its 

ability to contribute information of theoretical importance.

2. Methods

2.1 Subjects

Twenty-one adult native speakers of English participated in this study. All subjects were 

consented in compliance with Yale University’s Institutional Review Board for protection of 

human subjects. To assess each subject’s reading skill, we administered a behavioral battery. 

This included the sight word reading and phonemic decoding subtests of the Test of Word 

Reading Efficiency (TOWRE; Torgesen, Wagner, & Rashotte, 1999), as well as a subsection 

of Form E of the Nelson-Denny reading comprehension test (Brown, Fishco, & Hanna, 

1993) consisting of twenty-four multiple choice questions. The TOWRE is a timed test in 

which subjects read lists of familiar words or pronounceable pseudowords; it is often 

thought of as a measure of reading fluency, and is typically associated with phonological 

skills (e.g., Welcome & Joanisse, 2012). By contrast, performance on the Nelson-Denny 

reading comprehension test is thought to index the ability to process connected text and 

integrate meaning over multiple sentences within a passage, although this view has been 

challenged by some groups (e.g., Coleman, Lindstrom, Nelson, Lindstrom, & Gregg, 2010). 

Due to study attrition, TOWRE scores were not obtained from one subject and Nelson-

Denny reading comprehension scores were not obtained from three subjects. Data from one 

subject was excluded from fMRI analyses due to below average reading scores (standard 

score for TOWRE phonemic decoding efficiency < 80; Nelson-Denny reading 

comprehension score of 50% correct), and data from two other subjects was excluded as a 

result of excessive motion in the scanner (greater than 20% of images were above the 

threshold of 3 mm point to point movement). The remaining subjects (N = 18; mean age 24; 

11 F) did not report a diagnosis of a learning disability, and all self-identified as right-

handed except one subject. Descriptive statistics concerning these subjects are reported in 

Table 1.

2.2 Stimuli

We presented subjects with both printed and spoken English monosyllables as well as non-

linguistic controls. Print stimuli consisted of four word type conditions as well as a 

pseudoword condition and a false font condition; example stimulus sets are provided in 

Table 2. The four word type conditions were as follows: words with shared orthography and 

shared phonology (O+P+), words with shared orthography but different phonology (O+P−), 

semantically related words (SEM), and printed words unrelated in orthography, phonology, 

and semantics (UNREL). These four conditions were balanced for length [F(3,380) = 1.65, p 

= .17, ηp
2 = .01], frequency [F(3,380) = 2.31, p = .08, ηp

2 = .02], logarithmic frequency 

[F(3,380) = .30, p = .83, ηp
2 = .002], and bigram frequency [F(3,380) = .82, p = .48, ηp

2 = .

01]. Importantly, the O+P+ and O+P− conditions differed in spelling-sound type consistency 

[t(190) = 22.92, p < .001] yet were matched for concreteness [t(190) = .60, p = .55], while 
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the SEM and UNREL conditions were matched in spelling-sound type consistency [t(190) = 

− 1.45, p = .15] yet differed in concreteness [t(190) = 4.20, p < .001]. Pseudowords (PSW) 

were generated using the MCWord database (Medler & Binder, 2005), and were selected 

such that they matched the printed word conditions in length [t(478) = −1.18, p = .24] and 

bigram frequency [t(478) = .08, p = .93]. The false font condition (FF) consisted of 

sequences of characters in Wingdings font, exactly matched in length to the pseudoword 

condition. Audio conditions consisted of unrelated spoken words as well as vocoded speech 

derived from the set of unrelated spoken words. These audio conditions were included as 

part of an ongoing investigation in our group concerning print-speech convergence; as 

indicated above, these conditions are not discussed in this report for the sake of brevity.

2.3 Procedure

In each trial, subjects were presented with tetrads of stimuli in one of the eight stimulus 

conditions. For the visual conditions, items within tetrads were each present on the screen 

for 250 ms, separated by an ISI of 200 ms. For the auditory conditions, items within tetrads 

were presented with an SOA of 800 ms; the mean duration of auditory items was 536 ms 

(SD 110.2 ms). A sample trial sequence is illustrated in Figure 1. In total, there were 24 

tetrads (96 unique items) in each condition. Across the entire experiment, subjects were 

presented with each item only once. For the O+P− condition, items with different 

pronunciations were alternated within tetrads such that the first two items within the tetrad 

did not rhyme with each other.

At the beginning of the session, subjects were instructed to simply attend to the stimuli and 

told they would be given a short recognition memory test at the end of each run. In this 

recognition memory test, subjects were given six printed words, three of which were 

presented in the run, and three of which were not. They were asked to indicate whether or 

not they remembered viewing each word during the course of the run. Subjects were able to 

correctly remember most items, as mean accuracy on this task was 70.8% (SD 10.5%). 

Furthermore, accuracy on this task was not correlated with any of the three psychometric 

tests administered outside the scanner (all p’s > .05).

2.4 MRI Data Acquisition and Analysis

Imaging was performed using a 3T Siemens TIM-Trio scanner with a 12-channel head coil. 

Prior to functional imaging, sagittal localizers were prescribed (matrix size = 180 × 192; 

voxel size = 1.333 × 1.333 × 4 mm; FoV = 240/256 mm; TR = 15 ms; TE = 6.86 ms; flip 

angle = 25°). T2*-weighted images were then collected in an axial-oblique orientation 

parallel to the intercommissural line (32 slices; 4 mm slice thickness; no gap) using single-

shot echo planar imaging (matrix size = 64 × 64; voxel size = 3.4375 × 3.4375 × 4 mm; FoV 

= 220 mm; TR = 2000 ms; TE = 30 ms; flip angle = 80°). To allow for stabilization of the 

magnetic field, the first six volumes within each run were discarded. Following the 

functional runs, anatomical scans were also acquired for each subject in the same orientation 

as the functional volumes (MPRAGE; matrix size = 256 × 256; voxel size = 1 × 1 × 1 mm; 

FoV = 256 mm; TR = 2530 ms; TE = 2.77 ms; flip angle = 7°).
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In each functional run, subjects were presented with 48 tetrads of items (6 tetrads in each of 

the eight stimulus conditions) in an event-related fashion. Across all trials in the experiment, 

the time between trial onsets was jittered between 4 and 13 seconds. Subjects completed 

four runs each 316 seconds (158 volumes) in length. This translated to approximately 

twenty-one minutes imaging time.

Data were analyzed using AFNI (Cox, 1996). Functional images were first corrected for 

slice acquisition time, motion corrected using a six-parameter rigid-body transform, and 

normalized to Talairach space using an affine transform which also warped the data into 3 

mm isotropic space. Last, all images were smoothed with a 6 mm Gaussian kernel.

At the single subject level, data were submitted to a multiple regression analysis with 

nuisance regressors representing temporal drift and the six movement parameters. The 

resulting single subject maps were then subjected to a groupwise repeated measures ANOVA 

to test for a main effect of stimulus type across the six types of visual stimuli. The groupwise 

statistical map was thresholded at a voxelwise threshold of p = .0001. To control for family-

wise error rates, Monte Carlo simulations were performed (3dClustSim; 10,000 iterations) 

using all brain voxels within the TT_N27 template brain, and using the spherical 

autocorrelation function parameters concerning the error time series. This was performed in 

response to the latest recommendations regarding cluster correction in fMRI research 

(Eklund, Nichols, & Knutsson, 2016). The cluster threshold for a corrected alpha level of p 

= .05 was 6 voxels.

Because subregions of IFG have been shown to be differentially sensitive to different 

component processes of reading (e.g., Bookheimer, 2002), we divided the functionally 

defined cluster of IFG/left precentral gyrus according to atlas-defined anatomical 

subregions. Namely, this cluster was divided into three subregions, which comprised 88% of 

the voxels in the larger cluster: IFG pars triangularis, IFG pars opercularis, and left 

precentral gyrus. These anatomical regions were defined using the Eickhoff-Zilles macro 

labels for the N27 brain in Talairach space.

Next, for each cluster that showed a main effect of stimulus type, we performed Bonferroni 

corrected pairwise t-tests to contrast beta values between conditions of interest. To guard 

against inflation of type I error, we only performed contrasts between conditions designed to 

specifically isolate regions sensitive to the different component processes of reading. 

Namely, we performed the following four contrasts: (1) UNREL > FF; (2) PSW > UNREL; 

(3) O+P− > O+P+; (4) SEM > UNREL. These contrasts respectively tested for effects of: 

word reading, lexicality, spelling-sound consistency, and semantic similarity. Bonferroni 

correction was applied by multiplying resulting significance levels by a factor of four.

Last, to assess the sensitivity of the task and specific conditions to individual differences in 

reading, we correlated each of the three items in the behavioral battery (TOWRE sight word 

efficiency, TOWRE phonemic decoding efficiency, and Nelson-Denny reading 

comprehension) with the difference in beta weights between the conditions of interest for 

each of the following three contrasts: (1) PSW > UNREL; (2) O+P− > O+P+; (3) SEM > 

UNREL. Because we were performing nine tests for each ROI (three tests by three 
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contrasts), Bonferroni correction was applied by multiplying all significance levels by a 

factor of nine. These tests were confined to the clusters that showed a main effect of 

condition.

3. Results

3.1 Groupwise Activation Analysis

We first identified clusters that showed a main effect of stimulus type across the six visual 

conditions (UNREL, O+P+, O+P−, SEM, PSW, and FF), and then followed up on these by 

performing the following four Bonferroni corrected pairwise t-tests: (1) UNREL > FF; (2) 

PSW > UNREL; (3) O+P− > O+P+; (4) SEM > UNREL. The results of this analysis are 

illustrated in Figure 2 and detailed in Table 3; furthermore, Figure 3a, Figure 3b, and Figure 

3c show beta values across conditions for the key clusters shown in the whole brain map in 

Figure 2. Evoked response maps for each of the six visual conditions are provided in 

Supplementary Figures 1 through 6.

3.1.1 Regions Involved in Word Reading—As can be seen in Figure 2, numerous 

areas showed greater activation for unrelated visual words compared to false font; these 

included key areas of the reading circuit such as the visual word form area in the left OT/

fusiform gyrus (VWFA; Dehaene et al., 2002; McCandliss et al., 2003), bilateral superior 

temporal gyrus/middle temporal gyrus (STG/MTG), and bilateral inferior frontal gyrus 

(IFG). Additionally, several areas showed the reverse effect; most notably, large clusters in 

bilateral fusiform gyrus activated more strongly for the false font compared to the unrelated 

visual words.

3.1.2 Regions Sensitive to Lexicality—As shown in Figure 2, three regions showed 

greater activation for pseudowords compared to unrelated words: the VWFA and the pars 

opercularis subregion of left and right IFG. The reverse pattern held in two subcortical 

structures; namely, the left putamen and the right caudate. Beta values for left IFG pars 

opercularis and the VWFA are plotted in Figure 3a and Figure 3b respectively.

3.1.3 Regions Sensitive to Spelling-Sound Consistency—As is apparent in Figure 

2, several clusters in IFG were more strongly engaged for phonologically inconsistent sets of 

words compared to consistent sets; these included bilateral clusters centered in pars 

opercularis near the insula, a large cluster of left precentral gyrus, and a cluster spanning 

bilateral supplementary motor area (SMA). Importantly, this same pattern was also observed 

in the left supramarginal gyrus (SMG). Beta values for left precentral gyrus and left SMG 

are plotted in Figure 3a and Figure 3c respectively.

3.1.4 Regions Sensitive to Semantic Similarity—The SEM condition showed 

significantly higher beta values than the UNREL condition in the pars triangularis subregion 

of left IFG. Beta values for this cluster are plotted in Figure 3a.
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3.2 Brain-Behavior Correlations

To test for individual differences in brain activation, we correlated scores for each of the 

three items in the behavioral battery with the difference in beta values for each of the 

following contrasts (1) PSW > UNREL; (2) O+P− > O+P+; (3) SEM > UNREL. As shown in 

Figure 4, one set of brain-behavior correlations was significant following Bonferroni 

correction: namely, differences in beta weights between the SEM and UNREL conditions 

were related to reading comprehension scores as measured using the Nelson-Denny test in a 

number of key regions. These regions included left IFG pars triangularis (r = −.70, p = .03), 

left IFG pars opercularis (r = −.74, p = .01), left precentral gyrus (r = −.76, p = .01), and the 

VWFA in the left fusiform gyrus (r = −.68, p = .05). The correlation was negative, as 

individuals with lower comprehension scores recruited these areas for semantically related 

words to a greater extent than they did for unrelated visual words, whereas individuals with 

higher comprehension scores showed either little difference in activation between these two 

conditions or the reverse pattern. It should be noted that these individual differences can be 

mostly attributed to variable activation for the semantic condition; activation for unrelated 

words was more comparable across individuals.

4. Discussion

Our aim was to develop a functional imaging paradigm that meets the following criteria: (1) 

allows for reliable isolation of the cortical regions involved in the component processes of 

reading at both the group and individual levels; (2) involves a relatively simple task and 

relatively little imaging time such that obtaining high quality data is feasible with different 

populations of readers. To do this, we developed a novel fMRI localizer that involves rapid 

sequential presentation of groups of four stimuli in either the auditory or visual modality. 

Crucially, sets of visual stimuli differed in various parameters, which allowed for 

identification of regions sensitive to the orthographic, phonological, and semantic properties 

of written words. Presentation of the stimuli was relatively passive; subjects attended to the 

items in order to perform a recognition memory test at the end of each run, but importantly 

did not make trialwise responses or metalinguistic judgments. The protocol involved only 

twenty-one minutes of imaging time (16 for the print conditions), which is considerably 

briefer (by approximately 50-80%) than previously published paradigms (e.g., Pugh et al., 

1996, McDermott et al., 2003; Sandak et al., 2004; Bolger et al., 2008a; Graves et al., 2010; 

Welcome & Joanisse, 2012). Moreover, when comparing paradigms that probe equal 

numbers of component processes, the present paradigm is briefer by a mean value of 45 

minutes.

4.1 Groupwise Results

As shown in this report, within a relatively small amount of imaging time, the fast localizer 

paradigm was able to successfully localize the component processes of reading in a group of 

skilled adult readers. First, a contrast between unrelated printed words and a false font of 

characters mimicking the properties of alphabetic font identified key regions of the reading 

circuit overall; second, a contrast between unrelated words and pseudowords isolated regions 

sensitive to lexicality; third, a contrast between phonologically consistent and inconsistent 

words isolated regions sensitive to phonological properties of words; fourth, a contrast 
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between semantically related and unrelated words isolated a region sensitive to semantic 

similarity.

As can be seen in Figure 2, this task engaged key components of the reading circuit, 

including left occipitotemporal (OT)/fusiform gyrus, temporoparietal regions, and inferior 

frontal cortex. This circuit is highly established based on previous studies (Pugh et al., 1996; 

Fiebach et al., 2002; Simos et al., 2002; Sandak et al., 2004). Isolation of this region of left 

OT/fusiform gyrus – which some have labeled the visual word form area (VWFA) – 

replicates earlier work that has localized this region, whether by contrasting words and 

consonant strings (Cohen et al., 2002), words and scrambled words (Szwed et al., 2011), or 

words and false font as in the current study (Vinckier et al., 2007).

As shown in Figure 3, the VWFA activated more strongly to pseudowords than to words. 

This sensitivity of the VWFA to lexicality has been observed in a number of previous 

studies, including recent work by Bruno, Zumberge, Manis, Lu, and Goldman (2008) and 

Woollams, Silani, Okada, Patterson, and Price (2010), as well as prior meta-analytic work by 

Mechelli et al. (2003). For example, Kronbichler et al. (2004) manipulated the familiarity of 

printed items by presenting subjects with items of differing levels of frequency, from highly 

frequent real words to phonotactically legal pseudowords. The authors found that the VWFA 

decreased in activation during a silent reading task as items became more familiar, with 

pseudowords activating the VWFA to the greatest extent, and highly frequent real words the 

least. This effect of familiarity on activity in the VWFA has also been observed by Sandak et 

al. (2004), who reported attenuation of the response of the VWFA to pseudowords as a 

function of training. Finally, in a more recent study using a silent reading task, activation of 

the VWFA was again observed to be greater for pseudowords compared to words, and 

furthermore was modulated by another important psycholinguistic variable: orthographic 

neighborhood density (Braun et al., 2015).

As Dehaene and Cohen (2011) point out, many of these previous tasks entailed longer 

processing times and potential for top-down processing, which could have exaggerated 

responses to pseudowords in the VWFA. The “fast” localizer was designed with this claim in 

mind, as one of our secondary aims was to develop a task that could explore the 

functionality of the VWFA. Therefore, we opted for a task design that is rapid in nature as 

well as relatively passive, consistent with recommendations by Dehaene and Cohen (2011) 

regarding paradigms for obtaining insights into the neural coding characteristics in the 

VWFA. Given this emphasis on bottom-up processing, it is interesting that we observed 

greater activation for pseudowords than words in the VWFA in the current study. A caveat is 

that subjects were asked to attend to items to perform the recognition memory test; it is 

possible we would have observed reduced activation in the VWFA for pseudowords if the 

task were completely passive. It is also important to note that the different word type 

conditions as well as the pseudoword condition were matched in bigram frequency; this is 

critical given the sensitivity of the VWFA to bigram differences (Woollams et al., 2010). We 

would therefore argue that the current pattern of results cannot be solely attributed to 

potential confounds in bigram frequency (cf. Diaz & McCarthy, 2007).
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Turning to the phonological contrast, a number of clusters showed sensitivity to the 

consistency of the mapping from orthography to phonology. Most notably, activation was 

greater for inconsistent compared to consistent words in bilateral IFG. This has been 

observed previously; however, prior studies have used very different paradigms and 

manipulations, such as naming and lexical decision (Fiez, Balota, Raichle, & Petersen, 1999; 

Frost et al., 2005; Graves et al., 2010). In the current study, we would argue that the 

increased engagement of bilateral IFG likely reflects the processing cost associated with 

integrating the four items differing in pronunciation. Because the words in the O+P+ 

condition all shared the same pronunciation, traces in memory associated with the 

phonology of these items remained partially active due to the very short lag between words, 

and therefore required little additional activation to cross threshold. In contrast, in the O+P− 

condition, readers had to inhibit incorrect pronunciations and activate correct ones; this 

resulted in an increased processing cost, as indexed by a greater change in the BOLD signal 

for these items compared to the O+P+ condition. In addition, it is likely that subjects were 

engaged in rehearsal of the items, as we observed greater activation for the O+P− condition 

compared to the O+P+ condition in regions involved in sensorimotor encoding of 

pronunciations such as the supplementary motor area (Démonet et al., 1994).

Similarly, the left SMG also showed greater activation for phonologically inconsistent 

compared to phonologically consistent sets of words. This finding reinforces the claim that 

this region is involved in computing the phonological form associated with a word during 

visual word recognition (Stoeckel, Gough, Watkins, & Devlin, 2009). The left SMG has 

been previously associated with the phonological store of verbal working memory (Paulesu, 

Frith, & Frackowiak, 1993); greater activation in this region for inconsistent sets of words 

could therefore have been a result of subjects keeping track of the four words differing in 

pronunciation. Critically, this region did not show an effect for the semantic condition in 

either the groupwise analyses or the brain-behavior correlations, supporting work that has 

shown activation in this region is driven to a greater extent by phonological as opposed to 

semantic processes (Démonet et al., 1994; Devlin, Matthews, & Rushworth, 2003; 

Mummery, Patterson, Hodges, & Price, 1998).

For the semantic contrast, activation of the pars triangularis subregion of IFG exhibited 

sensitivity to semantic similarity. This finding contrasts with the pattern of activation in the 

pars opercularis subregion, which showed greater activation for pseudowords compared to 

words, implicating greater involvement of this subregion in sublexical phonology. This 

complements work suggesting that more anterior and lateral subregions of IFG are involved 

in semantic as opposed to phonological processing (Poldrack et al., 1999; Bookheimer, 

2002). However, a caveat is that because the semantically related and unrelated printed 

words differed in concreteness, we cannot dissociate concreteness effects in this region from 

differences in processing words overlapping in semantic features; nevertheless, it is likely 

these two properties are related to a common multidimensional construct such as semantic 

richness (Yap, Tan, Pexman, & Hargreaves, 2011).
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4.2 Brain-Behavior Correlations

As shown in Figure 3, the SEM > UNREL contrast also showed individual differences. 

Namely, the difference in beta values between the SEM and UNREL conditions correlated 

with Nelson-Denny reading comprehension scores in a number of clusters including left IFG 

pars triangularis, left IFG pars opercularis, left precentral gyrus, and the VWFA. 

Importantly, these correlations were negative such that individuals with poorer reading 

comprehension activated these areas more strongly for semantically related words than 

unrelated words, whereas individuals with higher scores showed little difference between 

these two conditions or the reverse pattern. These negative correlations complement results 

from Welcome and Joanisse (2012), who also observed a negative correlation between word-

reading activation and Nelson-Denny comprehension scores in left precentral gyrus.

A likely explanation of this effect is that individuals with relatively lower comprehension 

scores could have been more reliant on top-down semantic support to facilitate word 

recognition. There are two non-exclusive ways in which this could have occurred. First, the 

words in the current study were all highly imageable (e.g., FARM, BIKE, LIME), and it is 

possible that individuals with poorer comprehension abilities could have been more prone to 

use mental imagery to facilitate word reading (Chan, Cole, & Morris, 1990). Support for this 

view comes from studies such as Strain and Herdman (1999), who showed that poorer 

readers exhibited a greater benefit of imageability on word naming compared to skilled 

readers, and Pugh et al. (2008), who showed that in individuals with reading disability, the 

reading network more closely resembled that of typical readers for highly imageable 

compared to lowly imageable words. This effect could have stemmed in particular from the 

high degree of concreteness for the semantically related sets (e.g., FISH-BEEF-PORK-

MEAT), which could have influenced the ease of mental image generation for these items. In 

addition, because this task involved a recognition memory component, the observed pattern 

of effects could also be ascribed to individual differences in the strategic use of mental 

imagery to aid in later retrieval. Although we cannot completely discount this possibility, we 

argue this is likely not the sole explanation given that accuracy on the recognition memory 

test did not correlate with reading comprehension scores.

A second possibility is that individuals with poorer comprehension scores may have been 

more prone to make use of semantic similarity when reading these sets of words. Similar to 

the findings described above which have shown a relation between imageability effects and 

reading skill, previous studies have shown that poor readers are aided by contextual 

information to a greater extent than skilled readers; for example, Nation and Snowling 

(1998) showed that children with reading impairments exhibited a greater facilitative benefit 

of prior sentential context on single word naming compared to their typically developing 

peers. Thus, greater reliance on semantic information could be a compensatory strategy in 

these readers, resulting in differences in semantic processing across a widely distributed set 

of regions (e.g., Binder, Desai, Graves, & Conant, 2009). In the current study, even though 

subjects were not provided with sentential context, contextual information was provided in 

the first few words in the set; individuals could therefore have differed in their use of the 

initial words to predict upcoming items. This explanation could account for the observed 

brain-behavior correlation in the left IFG in particular, as this region has been shown to play 
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a role in integration of information with prior context as well as prediction of upcoming 

items (Zhu et al., 2013). However, this type of explanation must be interpreted with caution 

given that all subjects in the current sample were skilled adult readers; therefore even 

individuals at the lower end of the range of comprehension scores would not be considered 

impaired.

4.3 Limitations

We should point out that although this task does not require an overt response on each trial, 

subjects were still actively engaged in processing the stimuli because they were asked to 

remember individual items in order to perform the subsequent recognition memory test. In 

addition, it is likely that subjects noted the spelling-sound consistency and semantic 

manipulations, because these were highly salient. Therefore it is possible this task incurred a 

degree of active metalinguistic processing even though subjects were not asked to perform 

overt behavioral responses. Because we did not collect behavioral data on a trialwise basis, 

we cannot draw firm conclusions regarding the precise meaning of patterns of brain activity. 

Nevertheless, it is our view that the task is relatively simple compared to alternative tasks 

such as naming, lexical decision, and spelling/case/rhyme/category judgment, and that the 

practical benefits of this simple task for working with special populations outweigh these 

limitations in interpretative power.

5. Conclusions

Overall, the “fast” localizer paradigm enables acquisition of a reliable snapshot of the 

cortical regions involved in the component processes of reading. As we showed with a group 

of skilled adult readers, the localizer successfully isolated areas sensitive to lexicality, 

including the VWFA, a number of regions sensitive to spelling-sound consistency, including 

bilateral IFG and left SMG, and a subregion of IFG sensitive to semantic similarity. 

Furthermore, the task was sensitive to some individual differences in the processing of 

semantically related words, which were related to reading comprehension scores outside the 

scanner.

The advantages of the “fast” localizer over alternative paradigms underscore its potential to 

be a powerful tool for investigating the reading network in many different types of 

populations. Namely, the task is relatively simple in nature and allows for easy comparison 

across groups of subjects; furthermore, data is acquired in a brief amount of imaging time, 

especially relative to the number of indices of component processes obtained. Importantly, 

the administration time associated with the task is brief enough that the task could feasibly 

be used as a localizer of the reading network within the same scanning session as a second 

imaging study (Saxe et al., 2006). Using the localizer in this fashion not only increases the 

power to detect meaningful differences amongst subjects, but also permits investigations 

which query how areas engaged in reading modulate according to other domains, such as 

memory, attention, executive function, and numeracy. Given recent interest in co-morbid 

learning disorders, such as reading and math disability (Koepke & Miller, 2013), these types 

of investigations could be particularly important.
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For researchers interested in implementing the “fast” localizer protocol, all programs and 

stimulus materials are available at the following link: http://haskins.yale.edu/datasharing/

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Highlights

• We present a novel fMRI protocol for localizing the reading network

• This protocol takes less imaging time than comparable paradigms 

currently available

• The “fast” localizer is suitable for populations varying in age and skill

• We demonstrate the utility of the paradigm with a group of skilled adult 

readers
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Fig 1. 
A sample trial sequence illustrating key features of the “fast” localizer design.
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Fig 2. 
Clusters that showed a main effect of stimulus type across the six visual conditions. Colors 

correspond to the results of Bonferroni corrected post-hoc pairwise t-tests between 

conditions of interest. Note that some clusters showed significant differences between 

conditions for more than one critical contrast; please refer to Table 3 for details. Numerals 

below each slice indicate Talairach co-ordinates in the axial plane. For the sake of simplicity, 

only clusters larger than 25 voxels in size are shown.
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Fig 3. 
Beta values across conditions for several key reading-related regions that showed a main 

effect of stimulus type across the six visual conditions. Namely, beta values across 

conditions are plotted for (A) left IFG pars triangularis, left IFG pars opercularis, left 

precentral gyrus; (B) left fusiform gyrus (VWFA); (C) left SMG. Error bars represent the 

standard error of the mean. Asterisks represent the significance level of Bonferroni corrected 

post-hoc t-tests as follows: *** p < .001; ** p < .01; * p < .05.
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Fig 4. 
Correlations between Nelson-Denny reading comprehension scores and the difference in 

beta values between the semantically related and unrelated conditions in regions of interest 

defined from the ANOVA testing for the main effect of stimulus type. The shading in each 

plot represents the 95% confidence interval for the line of best fit.
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Table 1

Behavioral performance on psychometric tests of reading and language for the group of subjects included in 

the MRI sample (N = 18; 11 F)

Subtest Measure Mean (SD) Range

TOWRE Sight Word Efficiency Raw score out of 104
Scaled score

95.2 (8.5)
100.3 (12.0)

73-104
80-113

TOWRE Phonemic Decoding
Efficiency

Raw score out of 63
Scaled score

56.8 (6.5)
105.8 (13.3)

38-63
81-120

Nelson-Denny Reading
Comprehension

Percent correct 88.6 (8.7) 70.8-100
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