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Study Objectives: Whereas both insomnia and altered interoception are core symptoms in affective disorders, their neural mechanisms remain insufficiently 
understood and have not previously been linked. Insomnia Disorder (ID) is characterized by sensory hypersensitivity during wakefulness and sleep. Previous 
studies on sensory processing in ID addressed external stimuli only, but not interoception. Interoceptive sensitivity can be studied quantitatively by measuring 
the cerebral cortical response to one’s heartbeat (heartbeat-evoked potential, HEP). We here investigated whether insomnia is associated with increased 
interoceptive sensitivity as indexed by the HEP amplitude.
Methods: Sixty-four participants aged 21–70 years were recruited through www.sleepregistry.nl including 32 people suffering from ID and 32 age- and sex-
matched controls without sleep complaints. HEPs were obtained from resting-state high-density electroencephalography (HD-EEG) recorded during evening 
wakeful rest in eyes-open (EO) and eyes-closed (EC) conditions of 5-minute duration each. Significance of group differences in HEP amplitude and their 
topographical distribution over the scalp were assessed by means of cluster-based permutation tests.
Results: In particular during EC, and to a lesser extent during EO, people with ID had a larger amplitude late HEP component than controls at frontal 
electrodes 376–500 ms after the R-wave peak. Source localization suggested increased neural activity time-locked to heartbeats in people with ID mainly in 
anterior cingulate/medial frontal cortices.
Conclusions: People with insomnia show insufficient adaptation of their brain responses to the ever-present heartbeats. Abnormalities in the neural circuits 
involved in interoceptive awareness including the salience network may be of key importance to the pathophysiology of insomnia.
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INTRODUCTION
Insomnia is one of the most common health complaints in 
general medical practice. Persistent complaint is part of the 
diagnosis of Insomnia Disorder (ID) 1 which is not only the 
most prevalent of all sleep disorders,2 but also the second-most 
prevalent mental disorder.3 Despite its high prevalence, the un-
derlying mechanisms of chronic insomnia remain elusive. A 
better understanding of the neural correlates of insomnia is 
highly desirable, not in the least because insomnia represents 
a primary risk factor for the development of depression4 and 
cardiovascular diseases.5,6 According to mechanistic models of 
ID,7–9 insomnia becomes chronic as a result of maladaptive ce-
rebral cortical arousal around sleep onset or during sleep, such 
that increased levels of sensory and information processing 
interfere with the normal processes of sleep initiation or main-
tenance. Support for these models has accumulated from both 
psychological and neurobiological studies on ID. In a popu-
lation study, self-reported hypersensitivity to sensory stimuli 
significantly correlated with poor quality of nocturnal sleep.10 
Objective measures, such as event-related potentials (ERPs), 

pii: sp-00007-16� ht tp://dx.doi.org/10.5665/sleep.6308

Significance
We here report novel results connecting, for the first time, the pathophysiology of insomnia and dysfunctional interoception—both have been key 
observations in affective disorders. We used high-density resting-state EEG in 32 patients with insomnia and 32 controls to objectively assess, at a 
fine-grained spatiotemporal resolution, a neural correlate of interoception as reflected in the heartbeat-evoked potential (HEP). Findings show that 
insomnia is associated with increased amplitude of a late frontal HEP component, indicating increased sensitivity to interoceptive signals. Our findings 
establish a link between two main characteristics of insomnia, physiological and cortical hyperarousal. Resolving the directionality underlying cortical 
and physiological hyperarousal is a key goal for future research regarding the pathophysiology of insomnia.

have also been used to quantify sensitivity to external stimuli 
before, during, or after sleep, in association with insomnia. 
Several ERP components, including N1, P2, P300, and N350 
of the auditory-evoked potential,11–21 as well as the recovery 
function of the somatosensory-evoked potential,22 have been 
studied in people suffering from ID. Results from these studies 
confirm increased sensory processing of external stimuli, re-
flecting enhanced cortical excitability,23 deficient inhibition,24 
or both25 in ID.

The brain also responds to internal signals arising from one’s 
own body, and their dysfunctional processing is a hallmark of 
the pathophysiology of depression and anxiety disorders.26–28 
Senses of, and responses to, signals arising from one’s own 
body are collectively known as “interoception.” The term tra-
ditionally refers to visceral sensations, but in a broad sense also 
encompasses (conscious and subconscious) sensations about 
one’s physiological conditions such as hunger, thirst, pain, and 
temperature.29–31 In the current work, our use of the term “in-
teroception” does not imply awareness of the physiological 
conditions, but refers to the continuous central nervous system 
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(CNS) processing of such bodily signals which is essential 
to homeostatic control and integrated in higher-order cogni-
tive functioning.32–35 Previous questionnaire studies have sug-
gested abnormal interoceptive processes in people suffering 
from ID. One study36 reported significantly higher scores on 
the Somatic Sensation Inventory37 in a sample of people suf-
fering from ID than in the general population. The authors in-
terpreted the high scores as reflecting altered CNS processing 
of bodily information. A second questionnaire study38 showed 
an association between insomnia symptoms and scores on the 
Modified Somatic Perception Questionnaire39 in a non-clinical 
sample. These results thus suggest that ID may be character-
ized by heightened sensitivity to interoceptive signals, even 
during daytime. To our knowledge, however, no objective 
quantitative assessment of interoceptive sensitivity in ID has 
yet been reported. Given the importance of both insomnia and 
interoception in the pathophysiology of depression and anxiety, 
we here aimed to assess a neural correlate of interoceptive sen-
sitivity in ID.

Interoceptive sensitivity can be studied quantitatively by 
means of the heartbeat-evoked potential (HEP).40–52 The HEP 
reflects the neuronal response to afferent cardiovascular sig-
nals and can be obtained by averaging the scalp potentials 
time-locked to heartbeats. Whereas cardiac electric field ar-
tifacts require careful preprocessing, intracranial recordings 
from the primary sensory and motor cortices in humans have 
confirmed a neural origin of the HEP.50,53 Early studies showed 
that the amplitude of the HEP correlated with one’s accuracy 
in heartbeat detection.41,42,44–46 On the other hand, well-defined 
HEP waveforms could also be observed when people were not 
consciously paying attention to their heartbeats, such as in the 
resting state,47,52 during sleep,49 or when people were engaged 
in exteroceptive tasks in which they had to focus on external 
stimuli.42–44,47,48,51 In terms of scalp topology, most studies have 
reported a positive HEP component observed at fronto-central 
locations with latencies ranging from 200 to 600 ms relative 
to the electrocardiogram (ECG) R-wave peak.42,44–46,49 Others 
found a positive component at parieto-occipital sites.43 Dis-
crepancies across studies might be explained by different EEG 
montages used, time windows examined, and behavioral states 
under which the HEP was measured. For instance, the posi-
tive frontal HEP component was mostly observed when people 
performed cardioception or tone perception tasks,42,44–46 while 
the positive parieto-occipital HEP component was reported 
when the participants perceived visual stimuli (silent movies).43 

Source localization based on dipole modeling suggested that 
the HEP originates from four brain structures: anterior cingu-
late, medial frontal, insular, and somatosensory cortices,46 all 
of which had been shown by functional neuroimaging to be 
involved in a heartbeat discrimination task.54 The HEP thus 
represents an electrophysiological marker for the cortical pro-
cessing of afferent cardiovascular information.

In the present study, we assessed the HEPs of people suf-
fering from ID and age- and sex-matched controls using 
high-density electroencephalography (HD-EEG) recorded 
in eyes-open (EO) and eyes-closed (EC) resting states prior 
to bedtime, as indices of interoceptive sensitivity under the 
relatively natural resting-state conditions. Our objective was 
two-fold: (1) to compare the spatiotemporal patterns of the 
HEP during the two resting-state conditions, and (2) to inves-
tigate whether people suffering from ID show altered cortical 
responses to afferent cardiovascular information. We hypoth-
esized that people suffering from ID would exhibit larger am-
plitude HEP components, reflecting excessive processing and/
or deficient inhibition of interoceptive signals. Additionally, 
since EC represents a natural behavioral state during which 
people progress from wakefulness to sleep, larger differences 
in this electrophysiological marker between people suffering 
from ID and controls were expected during EC than during EO, 
should it indeed relate to the mechanisms involved in disturbed 
sleep.

METHODS
The study was approved by the ethics committee of the VU 
University Medical Center, Amsterdam, The Netherlands. All 
participants provided written informed consent.

Participants
Participants for the current study were recruited through adver-
tisement and the Sleep Registry.55 Participants were screened 
by telephone first, followed by face-to-face interviews. A total 
of 64 people including 32 suffering from ID (25 female, age 
range 21–67 y) and 32 controls (26 female, age range 22–70 y) 
contributed to the data for the present HEP assessment. There 
was no significant difference between participants with ID and 
controls in terms of age or sex distribution (Table 1).

Participants were excluded in case of: (1) diagnosed sleep 
apnea, restless legs syndrome, narcolepsy, or other somatic, 
neurological, or psychiatric disorders; (2) use of sleep medica-
tions within the last 2 months; (3) overt circadian disorders 

Table 1—Characteristics of the participants.

Control (n = 32) Insomnia Disorder (n = 32) P
Age (mean ± SD) 46.8 ± 15.0 y 48.5 ± 14.1 y 0.64
Sex (Female/Male) 26/6 25/7 1
ISI (mean ± SD) 2.00 ± 1.97 17.19 ± 3.75 < 10−15

Mean R-R interval (mean ± SD)
Eyes-Closed 941.5 ± 114.9 ms 860.4 ± 146.8 ms 0.01
Eyes-Open 942.1 ± 116.5 ms 846.2 ± 146.2 ms 0.02

ISI, Insomnia Severity Index; SD, standard deviation; R-R interval, interval between successive ECG R-wave peaks.
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or irregular sleep-wake rhythms, assessed using one week 
of actigraphy (Actiwatch AW4, Cambridge Neurotechnology 
Ltd., Cambridge, UK, or GENEActiv Sleep, Activinsights Ltd., 
Kimbolton, UK) supplemented by sleep diaries; or (4) scores 
above the minimal to mild range of anxiety or depression 
symptom severity, as evaluated by either the Hospital Anxiety 
and Depression Scale (HADS),56 or the Beck Anxiety Inven-
tory (BAI)57 and Beck Depression Inventory (BDI-IA).58 The 
exclusion scores for each scale were; BAI: 19 or higher; BDI-
IA: 17 or higher; HADS: 11 or higher on either of the anxiety or 
the depression subscales; according to recommended clinical 
cutoffs.59,60 Scores within the mild range were allowed because 
scores in this range are more likely in people with ID even in 
the absence of any anxiety or depression.61,62 Smoking habits 
were assessed during the intake interview but were not part of 
the exclusion criteria for the current study. Two participants 
in the ID group and none in the control group were smokers 
(P = 0.49, Fisher exact test).

The inclusion criteria for the ID group were in line with 
DSM-5 diagnosis1 and the Research Diagnostic Criteria63 for 
Insomnia Disorder. Additional severity criteria required, for 
the ID group, self-reported sleep onset latency or wake after 
sleep onset greater than 30 min, and total sleep time less than 
6.5 hours, for at least 6 months and for more than 3 nights per 
week at the time of intake. The Insomnia Severity Index (ISI)64 
was administered during the intake interview. Following the 
cutoff with optimal classification accuracy as previously vali-
dated on a clinical sample,65 we only included people with ISI 
scores greater than 10. These additional quantitative criteria 
were applied to ensure objective supporting evidence for ID 
and to exclude possible equivocal cases. The quantitative cri-
teria are commonly used in insomnia research and make our 
sample comparable to previous studies with either clinical or 
questionnaire-based criteria. The controls (CTRL) group in-
cluded age- and sex-matched volunteers that reported to have 
no sleep difficulties, as confirmed by interviews and their ISI 
scores less than 8.

Protocol
HD-EEG recordings of people suffering from ID and matched 
controls were acquired in a laboratory setting. On the day of 
the recording session, participants were asked to refrain from 
alcohol and drugs, as well as to limit consumption of caffein-
ated beverages to a maximum of 2 cups, which were allowed 
only before noon. Intake of alcohol and caffeinated bever-
ages within the week prior to recording was reported in the 
sleep diary, and the two groups did not differ in the average 
daily intake of either alcohol (mean ± standard deviation: 
ID = 0.95 ± 0.88, CTRL = 1.08 ± 0.99 glasses; P = 0.58) or caf-
feinated beverages (mean ± standard deviation: ID = 3.74 ± 2.06, 
CTRL = 4.42 ± 2.51 cups; P = 0.24). Participants underwent 
resting-state HD-EEG recording during evening wakeful rest 
(between 19:00 and habitual bedtime) while seated in EO and 
then EC conditions of 5-min duration each. The two conditions 
were not counterbalanced. During recording, participants were 
seated upright and instructed not to think about anything in 
particular or fall asleep. In addition, in the EO condition, they 
were requested to fixate at a plus sign on a monitor. Sleep was 

monitored in real-time during recording. In cases where signs 
of falling asleep were observed (e.g., slow eye movements, at-
tenuation of alpha waves), the participant was alerted and re-
cording of the 5-min assessment was restarted.

Resting-state HD-EEG was recorded using a 256-channel 
HydroCel EEG net (Electrical Geodesic Inc., Eugene, OR) 
connected to a Net Amps 300 amplifier (input impedance: 200 
MΩ, A/D converter: 24 bits), with the ground electrode placed 
at the centro-parietal midline and reference at the vertex. ECG 
was recorded simultaneously from a Polygraphic Input Box 
(Electrical Geodesic Inc.), using Ag/AgCl electrodes placed in 
accordance with the standard lead II configuration.66 Electrode 
impedances were kept below 100 kΩ throughout the recording 
session. Signals were online band-pass filtered between 0.1–
100 Hz and digitized at 1000 Hz.

Data Preprocessing
All ECG and EEG analyses were carried out in MATLAB 8.3 
(The Mathworks Inc., Natick, MA). R-waves were detected of-
fline from the ECG time series with the Pan-Tompkins algo-
rithm67 and verified visually. Preprocessing of EEG data was 
conducted separately for each participant using the MEEG-
PIPE toolbox (https://github.com/meegpipe/meegpipe). Non-
stereotyped artifacts (e.g., baseline drifts, movement artifacts) 
in each channel were estimated by local polynomial approxi-
mation with the LPA-ICI algorithm68 and subtracted from the 
continuous EEG data. The signals were then downsampled to 
250 Hz, and band-pass filtered (0.5–62.5 Hz) with a Hamming-
windowed sinc digital FIR filter.69 Noisy EEG channels and 
segments were automatically detected with the following sta-
tistical criteria. The continuous EEG data were first segmented 
into 2-s epochs, and 3 signal statistics were calculated for each 
channel for each epoch: range, range of the first derivative, 
and standard deviation. For each channel, the 3 statistics were 
averaged across epochs and then transformed into modified 
z-scores,70 thus obtaining robust measures of deviation from 
the median suitable for the detection of outliers. The chan-
nels with any of the modified z-scores greater than 2.7 were 
marked as noisy and were linearly interpolated from neigh-
boring channels. Similarly, for each epoch, the three statistics 
were averaged across channels and transformed into modified 
z-scores; the epochs with any of the modified z-scores greater 
than 2.7 were marked as noisy and were excluded from sub-
sequent analyses. An analysis of variance (ANOVA) revealed 
no significant group, condition, or group-by-condition differ-
ences with respect to the number of rejected epochs detected 
by this automatic procedure (all P > 0.24). The number of re-
jected channels exhibited large inter-individual variability, but 
the rejected electrodes were mostly around the neck or cheek 
regions, where electrodes were later excluded from HEP cal-
culation for all participants. As channel interpolation and the 
subsequent independent component analysis both reduced di-
mensionality of the data, their effects on the scalp signals were 
assessed jointly in a separate ANOVA described below.

After noisy channels and epochs were rejected, the re-
maining signals were submitted to independent component 
analysis (ICA).71 Components of power-line noise, eye move-
ment, pulse wave, and cardiac field artifacts were identified 
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through visual inspection of their time courses and topograph-
ical distribution and regressed out. Importantly, the pulse wave 
and cardiac field artifacts are time-locked to heartbeats and 
thus likely to obscure the HEP or produce spurious group dif-
ferences. Pulse wave artifacts are generated by movements due 
to pulsation, with largest amplitude around 200 ms after the 
ECG R-wave and spatially restricted to electrodes close to a 
pulsating vessel.53 Components with low-frequency waveforms 
time-locked to heartbeats and sparse spatial patterns were 
therefore identified as pulse wave artifacts and regressed out. 
Cardiac field artifacts, on the other hand, represent the cardiac 
electric field spread across the scalp due to volume conduc-
tion, and are especially prominent in the time windows of the 
ECG QRS-complex and T-wave.72 Such artifacts were removed 
by regressing out components that had clear ECG morphology 
and predominant back-projected activation at the neck region.

To evaluate whether there were group, condition, or group-
by-condition differences in interpolation of excluded (noisy) 
channels or in ICA-based artifact removal, we performed an 
ANOVA on the dimensionality of the preprocessed data (i.e. 
rank of the continuous data matrix) over the 150 scalp elec-
trodes that were included in the following HEP analyses. No 
significant group or group-by-condition interaction effect was 
observed (P > 0.16). The main effect of condition was sig-
nificant (P < 0.001), indicating reduction of dimensionality in 

EO was greater than in EC. This difference was mainly at-
tributed to the removal of more eye movement and blinking 
artifacts during EO. As these artifacts are asynchronous to 
heartbeats, we did not expect this difference in data modifica-
tion would confound later comparisons. Moreover, an ANOVA 
that addressed the number of rejected ICA components as-
sociated with cardiovascular artifacts revealed no significant 
group, condition, or group-by-condition interaction effects (all 
P > 0.24).

Resting State HEP Analysis
The HEP was calculated for each of the 150 electrodes over-
lying the scalp area. EEG signals were first re-referenced to the 
common average of these scalp channels. The HEP was subse-
quently obtained by averaging the EEG segments from −300 to 
600 ms relative to the ECG R-wave peaks and then subtracting 
the mean over a 200-ms baseline (−300 to −100 ms), a period 
free from Q-wave and R-wave contamination.

A major factor that impedes the study of the HEP is its 
small amplitude, usually comparable to the background noise 
level. This poor signal-to-noise ratio on one hand renders de-
tection of peak amplitude or latency, a common procedure in 
ERP research, rather imprecise, and on the other hand reduces 
the power of massive univariate testing involving the full 
spatiotemporal data matrix, especially for between-subjects 

Figure 1—Comparison of the heartbeat-evoked potential (HEP) between eyes-closed (EC) and eyes-open (EO) resting states. Data from all 64 participants 
are pooled. (A) Frontal HEP waveforms during EC and EO resting states. The average HEP time courses over the 42 frontal and prefrontal electrodes 
(large black dots) are depicted. Shaded areas indicate one standard error of the mean (SEM). The gray bar highlights the time window exhibiting significant 
differences between EC and EO (376–500 ms), as evaluated by cluster-based permutation testing. (B) Topographic maps of the mean HEP amplitude 
over the 376–500 ms time window during EC and EO. (C) Topographic maps of within-subjects t-statistics (EC vs. EO) at 5 different timeframes within the 
400 ± 120 ms time range. Cluster-based permutation testing revealed two spatiotemporal clusters indicative of significant differences between EC and EO 
(white dots): A spatiotemporal cluster at the frontal region (EC > EO, P < 0.004 corrected for multiple comparisons) and a spatiotemporal cluster (EO > EC, 
P < 0.008 corrected for multiple comparisons) at the parieto-occipital region.
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comparisons where temporal jitters can be large. Indeed, in 
previous reports on the HEP, individual peak amplitude/la-
tency detection has hardly been conducted, and between-group 
comparison was often done by first averaging the amplitude 
within arbitrary time windows selected to increase the signal-
to-noise ratio.42,44–46,52 However, while the time window each 
study chose generally fell somewhere between 200–600 ms 
relative to the R-wave peak, the exact latency ranges over 
which the amplitude was averaged (and the corresponding top-
ographical distribution) were not consistent across studies. A 
less arbitrary approach to make the choice of time window is to 
obtain a data-driven window from within-subjects comparison 
between two different conditions of interest.48,51 We here fol-
lowed this time window selection approach since it is not only 
less arbitrary but also more physiologically motivated.

It has been known that the spontaneous activation patterns 
of the human brain are markedly different in the EC and EO 
resting states.73–76 The EC resting state has in particular been 
characterized as an “interoceptive state” and EO as an “extero-
ceptive state,”73,76 based on the finding that multiple sensory 
regions show activation during EC, whereas the attention and 
oculomotor systems are activated in EO. Since the HEP rep-
resents an electrophysiological marker of sensory processing, 
and since the signals originated from the attention and oculo-
motor systems during EO are likely to interfere with the HEP, 
we expected to see a larger amplitude HEP component in EC.

As explained in the Introduction section, the increased sen-
sory processing during the EC period may be of particular rel-
evance to the pathophysiology of ID and contribute to larger 
group differences, given that EC is the state wherein natural 
transition from wake to sleep takes place. A cluster-based non-
parametric permutation test77 as implemented in FieldTrip78 
was carried out to test the hypothesis that the HEP waveforms 
are more pronounced during EC, and to identify the time 
windows of interest for subsequent between-group analysis. 
Briefly, point-wise within-subjects t-statistic (EC vs. EO) was 
first computed at each electrode at each timeframe between 
200–600 ms relative to the R-wave peak. The t-values above 
1.998 or below −1.998 (thresholds corresponding to a two-
tailed uncorrected significance level of P = 0.05 with 63 de-
grees of freedom) for at least 4 neighboring electrodes at each 
timeframe were then clustered according to spatiotemporal ad-
jacency. Any resulting spatiotemporal cluster was deemed sig-
nificant if the cluster mass (sum of t-values within the cluster) 
was above the 97.5 percentile or below the 2.5 percentile of a 
null randomization distribution, constructed by Monte Carlo 
simulation with 10,000 iterations,79 of the maximum cluster 
mass. The stringent criteria ensured that reasonably focal time 
windows of interest would be chosen.

Using this procedure, a single time window of interest was 
identified, spanning 376–500 ms relative to the R-wave peak 
and covering 2 supra-threshold spatiotemporal clusters, as de-
tailed in the Results section. The mean HEP amplitude at each 
scalp channel over this time window was then submitted to the 
following between-group analysis. As the time window lies 
in the latency range of the late positive component (LPC) in 
the ERP literature, for brevity we hereafter refer to the frontal 
or parieto-occipital HEP within this time window as the “late 

HEP component” throughout the manuscript. We do not how-
ever imply that the functional role of the observed component 
is similar to that of the LPC.

Between-Group Statistical Analysis
Group differences in HEP amplitude between ID and CTRL 
were again assessed with cluster-based non-parametric per-
mutation tests.77 The procedure was similar to the between-
condition comparison above, but was done with respect to the 
mean HEP amplitude over the 376–500 ms time window rather 
than the full spatiotemporal data matrix.

To assess the main effect of ID, between-subjects t-statistic 
(ID vs. CTRL) was first evaluated for the mean HEP ampli-
tude at each electrode, averaged over EC and EO. The t-values 
above 1.999 or below −1.999 (thresholds corresponding to a 
two-tailed uncorrected significance level of P = 0.05 with 62 
degrees of freedom) were then clustered according to spatial 
adjacency, and the cluster mass was calculated for each spa-
tial cluster by summing all supra-threshold t-values within it. 
The same procedure was repeated 10,000 times with the indi-
viduals’ ID versus CTRL group membership labels randomly 
shuffled, to construct a null randomization distribution of the 
maximum cluster mass. A P value was obtained by comparing 
the real observed cluster masses against this null distribution. 
Note that this non-parametric method corrects for multiple 
comparisons since the null distribution was constructed using 
only the maximum cluster-level statistic in each iteration.77

To assess the group-by-condition interaction, we submitted 
the differences in mean HEP amplitude between conditions 
(EC − EO) to the same between-subjects cluster-based permu-
tation procedure. Post-hoc tests were also conducted, by sub-
mitting the mean HEP amplitude during EC and EO to the 
between-subjects permutation procedure separately.

Exploratory Correlation Analyses
Exploratory correlation analyses were carried out to investigate 
the association between the mean amplitude of the late frontal 
HEP component, a consistent finding by the current and sev-
eral previous studies,42,44–46,49 and overall insomnia severity as 
measured by ISI, as well as the associations between the mean 
frontal HEP late-component amplitude and different subjec-
tive sleep complaint as evaluated by the distinct ISI-items.

For all 64 participants, mean HEP amplitude within the 
376–500 ms time window was averaged across 42 frontal 
and prefrontal electrodes where the HEP component was the 
most prominent, and then the Pearson correlation coefficients 
between the ISI-item scores and the average amplitude were 
calculated for both EC and EO conditions. Note that we did 
not include only the electrodes that showed significant group 
differences revealed by previous between-group analysis when 
calculating the average amplitude, so as to avoid finding spu-
rious results due to circular inferences.80

Source Reconstruction of Between-Group HEP Differences
We investigated the cortical sources that underlie the observed 
group differences using the linearly constrained minimum 
variance (LCMV) beamforming method81 implemented in 
FieldTrip. A template head model contained in FieldTrip, 
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constructed from the Montreal Neurological Institute (MNI) 
standard single-subject structural image (colin27), was used 
to compute the forward solution. Electrode positions were de-
termined by applying an affine transformation to the template 
Geodesic Sensor Net coordinates based on four fiducial points: 
nasion, vertex, and left and right pre-auricular points. The 
LCMV beamforming algorithm estimates, for every source 
location, the time courses of electrical dipole strength along 
three orientations. To simplify later comparison, we computed 
(for each participant) the neural activity index (NAI) 81 over 
the 376–500 ms time window of interest, a single score sum-
marizing the source activity within this time period, at each 
source point on a three dimensional regular grid with 5 mm 
resolution. Subsequently, the NAIs were linearly interpolated 
to 1 mm3 voxels. The source reconstruction procedure was 
carried out for the EC condition, where statistically signifi-
cant group differences were confirmed in scalp-level between-
group analysis (for details see the Results section below). We 
visualized between-group differences in source activity by 
plotting the largest t-statistics comparing the log-transformed 
NAIs of the two groups, after applying a gray matter mask.

RESULTS

HEP Time Courses and Topographies
The grand average HEP time courses of all participants at 
each scalp electrode before and after ICA-based artifact re-
moval71 are depicted in Figures S1 and S2 in the supplemental 
material, respectively. The associated topographic snapshots 
at every 100 ms for each group and condition are shown in 
Figures S3 and S4. Cardiac field artifacts are prominent and 
overwhelm cortical HEP components at all electrode sites be-
fore ICA-based artifact removal. The HEP waveforms after 
ICA correction appear similar to those observed in previous 
studies,42,45–47,49 although remnant cardiac field artifacts in-
cluding the QRS-complex and T-wave are visible, especially at 
parietal and occipital regions. In the post T-wave time window 
(350–600 ms) where cardiac field artifacts have been previ-
ously shown to be minimal,43,72 a positive component at frontal 
and prefrontal electrodes with higher amplitude during EC 
(larger in people with ID), and a positive component at pari-
etal and occipital electrodes with higher amplitude during EO 
(larger in controls) can be observed.

Within-subjects comparison confirmed these observed 
differences between the two resting-state conditions. A 
cluster-based permutation test revealed two spatiotemporal 
clusters indicating significant differences between EC and EO 
(Figure 1): a spatiotemporal cluster spanning 376–500 ms after 
the R-wave peak indicative of more positive late frontal ac-
tivation during EC than during EO (P < 0.004 corrected for 
multiple comparisons), and a spatiotemporal cluster spanning 
almost the same time window (364–500 ms) indicative of more 
positive late parieto-occipital activation during EO than during 
EC (P < 0.008 corrected for multiple comparisons). Based on 
these results, we identified the latency range of 376–500 ms 
after the R-wave peak as the time window of interest and con-
ducted the following between-group analysis on the mean HEP 
amplitude over this time window.

Between-Group HEP Differences
To investigate whether people with ID differed from controls 
with respect to the amplitude of the identified late frontal or 
parieto-occipital HEP component, we compared the groups 
using a cluster-based permutation test on the mean HEP am-
plitude within the 376–500 ms time window at each scalp 
electrode, averaged over the two resting-state conditions. A 
spatial cluster was found at frontal electrodes, indicating a 
significantly larger amplitude late frontal HEP component in 
ID as compared to CTRL (P < 0.02 corrected for multiple 
comparisons). Next, to investigate the group-by-condition 
interaction effect, we submitted the differences in mean 
HEP amplitude between conditions (EC − EO) to the same 
between-subjects permutation procedure. No significant in-
teraction was found after correction for multiple compari-
sons. Nevertheless, in order to explore which resting-state 
condition best revealed the group differences, we conducted 
post-hoc tests by submitting the mean HEP amplitude for 
EC and EO to the between-subjects permutation procedure 
separately (Figure 2). During EC, ID had significantly larger 
late-component amplitude in a spatial cluster of frontal elec-
trodes as compared to CTRL (P < 0.02 corrected for multiple 
comparisons). Similar differences in an overlapping spatial 
cluster were observed during EO, but did not survive correc-
tion for multiple comparisons.

As the t-statistic maps suggest leftward lateralized between-
group differences, separate repeated-measures ANOVAs were 
performed to test this asymmetry. However, no significant 
hemisphere main effect or group-by-hemisphere interaction 
was found in either resting-state condition (all P > 0.62).

Associations between HEP Amplitude and Sleep Complaint
The overall ISI exhibited a marginally significant correlation 
with the average amplitude of the late frontal HEP component 
during EC (r(62) = 0.24, P = 0.06). The weak correlation may 
be owing to the fact that insomnia is a heterogeneous disorder, 
and while the ISI is an overall score that weighs different facets 
of the disorder equally, the HEP amplitude might be differen-
tially associated with these facets. We thus evaluated whether 
the mean frontal HEP late-component amplitude correlated 
with specific sleep complaint, as represented by scores on in-
dividual ISI-items. The average amplitude of the late frontal 
HEP component during EC correlated significantly with the 
score on the second ISI-item, Difficulty Maintaining Sleep 
(r(62) = 0.32, P < 0.01), and marginally significantly with the 
score on the fourth ISI-item, Dissatisfaction with Current Sleep 
Pattern (r(62) = 0.23, P = 0.06), but with none of the other items 
(0.11 < P < 0.30). The average amplitude of the late frontal 
component during EO did not correlate significantly with the 
overall ISI or any of the ISI-item scores (0.12 < P < 0.80).

Source Localization of Between-Group HEP Differences
We quantified source activity during the 376–500 ms time 
window in the EC condition by means of the neural activity 
index estimated with the LCMV beamforming algorithm.81 
The largest t-statistics (ID vs. CTRL) formed clusters in several 
cortical areas, showing spatial patterns paralleling previous 
neuroimaging or source localization results.46,54,82 Increased 
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source activity in people suffering from ID compared to 
CTRL during the 376–500 ms time window was observed at 
bilateral anterior cingulate and medial frontal cortices (peak t-
value = 2.21; Figure 3), and with less spatial extent at the right 
lateral parietal cortex (peak t-value = 2.86; not shown due to 
slice selection). In addition, we also observed decreased source 
activity at the left occipital region in people suffering from ID 
compared to CTRL (peak t-value = −2.31; Figure 3).

DISCUSSION
The current study is, to our knowledge, the first to quantify a 
neural correlate of interoceptive sensitivity in people suffering 
from Insomnia Disorder and compare it with healthy controls 
without sleep complaints. We assessed the amplitude of the 
resting-state heartbeat-evoked potential, a measure previously 
shown to reflect individual differences in interoceptive sensi-
tivity without being confounded by active attentional manipu-
lation.52 Our results show that during the wakeful resting state, 
people suffering from ID have a larger amplitude late HEP 
component at frontal electrodes. These findings suggest that 

ID is characterized by altered cerebral responses to afferent 
interoceptive signals, which could involve excessive cortical 
processing, deficient inhibition, or deficient adaptation. Spe-
cifically, while participants were not instructed to explicitly 
focus on the heartbeats, it is likely that the observed group 
differences can be partially attributed to unconscious atten-
tional bias in ID towards sleep-related body sensations which 
has been posited to contribute to the persistence of insomnia.83 
The differences in HEP amplitude between ID and CTRL are 
especially prominent during the eyes-closed condition. These 
results complement previous exteroceptive ERP findings by 
now demonstrating that people suffering from ID have altered 
brain responses not only to external stimuli, but also to in-
ternal ones.

Psychiatric conditions that are often comorbid with ID and 
known to influence the HEP, such as depression,48 are ex-
cluded through careful selection of the participants.61,62 More-
over, previous work has shown that interoceptive sensitivity 
and the HEP amplitude are actually decreased in depressed 
patients.48 Therefore, our findings cannot easily be attributed 

Figure 2—Comparison of the mean heartbeat-evoked potential (HEP) amplitude over the 376–500 ms time window between people with Insomnia 
Disorder (ID) and controls (CTRL), and waveforms illustrating the frontal dynamics of the HEP in the two groups. (A) Topographic map of between-subjects 
t-statistics (ID vs. CTRL) and frontal HEP waveforms of the two groups during the eyes-closed (EC) resting state. Significant group differences within the 
376–500 ms time window as evaluated by cluster-based permutation testing are observed at a frontal spatial cluster (white dots, ID > CTRL, P < 0.02 
corrected for multiple comparisons). (B) Topographic map of between-subjects t-statistics (ID vs. CTRL) and frontal HEP waveforms of the two groups 
during the eyes-open (EO) resting state. A supra-threshold spatial cluster (black dots, ID > CTRL, uncorrected P < 0.05) is observed at the frontal region 
but does not survive cluster-based correction for multiple comparisons. In the waveform plots, the average HEP time courses over the 42 frontal and 
prefrontal electrodes are depicted to allow for comparison with Figure 1A. The average amplitude over this predefined region was also used for exploratory 
correlation analyses (see text), to avoid circular inferences. Shaded areas indicate one standard error of the mean (SEM). Gray bars highlight the 376–500 
ms time window of interest.
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to unnoticed subclinical depressive symptomatology in people 
suffering from ID.

We addressed possible group differences owing to cardio-
vascular artifacts in EEG associated with different heart rates 
between the two groups with careful preprocessing of data, 
including ICA-based artifact removal. Furthermore, the pulse 
wave and cardiac field artifacts have been shown to be minimal 
within the time window of the late HEP component,43,53,72 and 
the topographical distribution of group differences exhibits 
distinct spatial patterns from those typically observed for 
pulse wave and cardiac field artifacts, suggesting the findings 
cannot be explained by differences in these cardiovascular ar-
tifacts. Possible contributions of age and sex differences were 
also minimized by matching. Additionally, it was verified that 
the two groups did not significantly differ with respect to the 
time of recording in terms of absolute clock time (P = 0.12). 
The time of recording relative to individual habitual bedtime 
showed a trend of group difference (P = 0.09), due to the fact 
that people suffering from ID tended to go to bed earlier. How-
ever, an ancillary analysis of covariance (ANCOVA) on the 
mean frontal HEP late-component amplitude that included 
age, sex, recording time, recording time relative to habitual 
bedtime, and heart rate as covariates ruled out that effects 
were secondary to possible confounding by these variables (all 
P > 0.30) and confirmed the finding of altered HEP amplitude 
in ID (P < 0.03 for the group main effect either with or without 
covariate adjustment).

A frontal positive component within similar time windows 
has been reported repeatedly in previous studies on the HEP 
during the resting state,52 during sleep,49 and during interocep-
tive or exteroceptive tasks,42,44–46 supporting the idea that it re-
flects the ongoing CNS processing of afferent cardiovascular 
information, even when one does not focus attention on the 
heartbeats.84 In the current study, within-subjects comparison 
revealed that the frontal positive HEP component is more 
prominent during the EC resting state than during EO. This 

result is consistent with previous characterization of EC as an 
“interoceptive state” and EO as an “exteroceptive state.” 73,76 
Notably, during the EO resting state, we find positive activity 
in the parieto-occipital region, a topographical distribution 
also observed in a previous study43 where the participants were 
instructed to fixate on the presented visual stimuli. We thus 
reason that the parieto-occipital positivity may represent an in-
teraction between interoceptive processing and visual attention. 
That the amplitude of the late parieto-occipital component ap-
pears smaller in people suffering from ID (Figure S4) indicates 
such interaction might also be altered in ID, although the dif-
ference is not statistically significant. The interaction between 
interoceptive and exteroceptive processing has recently been 
proposed as a mechanism underlying the generation of percep-
tual experience.85 While future research is necessary to further 
investigate this hypothesis, our results suggest that measuring 
the HEP across conditions might provide a sensitive method to 
assess the interoception-exteroception interaction.

Source reconstruction suggests increased neural activity 
time-locked to heartbeats in bilateral anterior cingulate/me-
dial frontal and the right lateral parietal cortices, as well as de-
creased activity in the left occipital cortex, in people suffering 
from ID. A similar activation pattern has been previously 
found in a neuroimaging study in which healthy participants 
performed a heartbeat discrimination task,54 supporting the 
idea that people suffering from ID may exhibit attentional 
bias towards interoceptive stimuli, especially during the pre-
sleep period with eyes closed. Nevertheless, we note that the 
source reconstruction results should be interpreted with cau-
tion, due to their limited spatial resolution. Below, we briefly 
review previous neuroimaging findings on interoception and 
insomnia, aiming at further elucidating the possible links be-
tween the two.

The major brain structures mediating interoceptive informa-
tion processing include the anterior cingulate, insular, and or-
bitofrontal cortices.29,30,54 The findings of the current study thus 

Figure 3—Localization of between-group differences in source activity over the 376–500 ms time window after the ECG R-wave during the eyes-closed 
resting state. The t-statistics comparing the log-transformed neural activity indices (NAIs) between people with Insomnia Disorder (ID) and controls (CTRL) 
are displayed on top of the Montreal Neurological Institute (MNI) standard single-subject structural image, in accordance with the neurological convention 
(left is left). Increased source activity in people with ID is especially pronounced at bilateral anterior cingulate and medial frontal cortices. Decreased source 
activity in people with ID is observed at the left occipital cortex.
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suggest that ID may involve changes in these brain structures, 
which is consistent with evidence from previous structural and 
functional neuroimaging studies. Specifically, we have previ-
ously shown that gray matter (GM) volume in part of the orbito-
frontal cortex is reduced in people suffering from ID.86 Several 
other studies support possible involvement of reduced orbito-
frontal GM in insomnia,87,88 and in the vulnerability to early 
morning awakening89,90 and sleep fragmentation,91 although 
one study could not find such association.92 In addition to these 
suggestions of deficient orbitofrontal processing, increased an-
terior cingulate cortex volume and insular coactivation with 
salience network activity have been reported in ID.87,93 In sum, 
there is a body of converging evidence suggesting ID is as-
sociated with structural and functional changes in the brain 
circuits involved in interoception. Hypersensitivity to intero-
ceptive signals, as indexed by the increased amplitude of the 
late frontal HEP component, may reflect these changes and po-
tentially contribute to the persistent complaints of people suf-
fering from ID. The link between resting-state HEP amplitude 
and structural alterations is corroborated by a recent study,52 
which reported positive correlations between the average late 
HEP amplitude during EC and GM volumes in the anterior cin-
gulate and anterior insular cortices in a sample of patients with 
borderline personality disorder and healthy controls. Future 
research is needed to evaluate whether such association can 
be replicated in people suffering from ID, and whether previ-
ously reported high scores of people with insomnia disorder 
or symptoms on questionnaires about subjective body sensa-
tions36,38 are associated with the increased HEP amplitude we 
find in the present study.

The anterior cingulate, insular, and orbitofrontal cortices 
constitute the so-called “salience network.” 94–97 This network, 
especially the anterior insular cortex, is hypothesized to in-
tegrate interoceptive and exteroceptive information, to detect 
salient sensory signals for additional higher-order processing, 
and to control the switching between activation of the default-
mode and central-executive networks.97–100 In short, the salience 
network implements a mechanism by which irrelevant signals 
can be filtered out, allowing salient information (arising from 
the body or the environment) to access attentional or working 
memory resources.97 Malfunction of the salience network, 
which results in “noisy” afferent input, has been proposed as 
one important factor underlying anxiety symptoms and disor-
ders,26,97 based on evidence that people with such symptoms or 
disorders also exhibit increased interoceptive sensitivity.27,54,101 
Interestingly, not only are there many personality traits and 
symptoms commonly shared by people suffering from ID or 
anxiety disorders,62,102–104 but neuroimaging findings have also 
implicated aberrant activation of salience network-related 
structures in both types of disorders.93,105–107 These associa-
tions motivate us to propose that the pathophysiology of ID is 
mediated by similar salience network malfunctioning. Failure 
of the salience network to inhibit non-salient information pro-
cessing and modulate the default-mode and central-executive 
networks in people suffering from ID can explain deficits in 
sensory gating of interoceptive and exteroceptive signals, as 
well as other dimensions of ID including excessive worry 
and thought intrusion at bedtime,108–110 and deficits in various 

cognitive domains (e.g., working memory and vigilance) that 
are not attributable to sleep deprivation.111

The symptomatology of ID is usually interpreted within the 
framework of physiological and cortical hyperarousal.8,103,112 
Physiological hyperarousal refers to the elevated sympathetic 
tone often observed with cardiac, neuroendocrine, and met-
abolic measures in people suffering from ID.113,114 Cortical 
hyperarousal refers to enhanced information processing and 
cognitive activities, particularly at bedtime, as for instance re-
flected by increased high-frequency EEG power.25,115 Within 
this context, interoception can be regarded as the link between 
these two components of hyperarousal. As have been put for-
ward by many, the “somatic marker” hypothesis,33 and its re-
fined versions,29–31,34,35 hold that afferent interoceptive signals, 
by allowing representation of the internal body state within the 
CNS, provide essential feedback for proper physiological ho-
meostatic control, and that such representation in turn sets the 
foundation for subjective sensory experience and shapes af-
fective, emotional, and cognitive processes and behavior. It is 
thus not surprising that in people suffering from ID, autonomic 
dysregulation (physiological hyperarousal) is often accompa-
nied by altered patterns in interoceptive and exteroceptive 
sensations, as well as abnormalities in the affective and cogni-
tive domains (cortical hyperarousal). However, as most of the 
studies on ID to date have been cross-sectional or retrospec-
tive, a causal relationship between physiological and cortical 
hyperarousal has not yet been established. One possibility is 
that the heightened sympathetic tone is driven by altered body 
sensation feedback, while it is also possible that attentive pro-
cessing of external and internal stimuli increases as a response 
to autonomic dysregulation. Resolving the causal relationship 
between physiological and cortical hyperarousal will be the 
key to better understanding the etiology of ID.

A limitation of the current study is the fact that the EO and 
EC resting-state conditions were not counterbalanced. Our 
findings may not be generalized to the transition from EC to 
EO. However, in spite of limitations on generalizability we be-
lieve that the EO to EC transition is most relevant, since it is 
the normal course in preparing for sleep. Future research is 
needed to clarify whether reverse differences are observable 
during the EC to EO transition that is representative for getting 
up after a period of sleep.

In conclusion, the current findings support increased in-
teroceptive sensitivity in ID, as indexed by the amplitude of 
the late frontal HEP component. Integration of these findings 
with previous reports on ID suggests malfunction of the sa-
lience network as a neurobiological substrate of relevance to 
the pathophysiology of insomnia. HEP assessment provides a 
paradigm of value to bridge research on the pathophysiology of 
insomnia and interoception, both regarded of key importance 
to mood disorders.4,26,28

ABBREVIATIONS
ANCOVA, analysis of covariance
ANOVA, analysis of variance
BAI, Beck Anxiety Inventory
BDI-IA, (revised) Beck Depression Inventory
CNS, central nervous system
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CTRL, controls
EC, eyes-closed
ECG, electrocardiogram
EEG, electroencephalography
EO, eyes-open
ERP, event-related potential
GM, gray matter
HADS, Hospital Anxiety and Depression Scale
HD-EEG, high-density electroencephalography
HEP, heartbeat-evoked potential
ICA, independent component analysis
ID, Insomnia Disorder
ISI, Insomnia Severity Index
LCMV, linearly constrained minimum variance
LPC, late positive component
MNI, Montreal Neurological Institute
NAI, neural activity index
SD, standard deviation
SEM, standard error of the mean
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