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Abstract

Several measurement assumptions were examined with the goal of assessing the validity of the 

Multidimensional Students’ Life Satisfaction Scale (MSLSS), a measure of adolescents’ 

satisfaction with their family, friends, living environment, school, self, and general quality of life. 

The data were obtained via a cross-sectional survey of 8,225 adolescents in British Columbia, 

Canada. Confirmatory factor and factor mixture analyses of ordinal data were used to examine the 

measurement assumptions. The adolescents did not respond to all the MSLSS items in a 

psychometrically equivalent manner. A correlated five-factor model for an abridged version of the 

MSLSS resulted in good fit when all negatively worded items and several positively worded items 

(the least invariant) were excluded. The abridged 18-item version of the MSLSS provides a 

promising alternative for the measurement of five life domains that are pertinent to adolescents’ 

quality of life.
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1 Introduction

Adolescents’ quality of life is increasingly viewed as an important consideration for health 

researchers (Dannerbeck et al. 2004; Huebner et al. 2003, 2004; Kaplan 1998; Koot and 
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Wallander 2001; Raphael 1996; Raphael et al. 1996; Topolski et al. 2001, 2004; Wallander et 

al. 2001). Instruments to measure quality of life have been developed to examine 

adolescents’ perceptions of the impact of various health care interventions and of supportive 

services designed to address mental or physical health problems (Drotar 1998; Edwards et 

al. 2003; Hinds and Haase 2003; Spieth and Harris 1996). Quality of life instruments also 

have been used in population health surveys of adolescents to examine the impact of various 

health policies and health promotion initiatives (Bradford et al. 2002; Huebner et al. 2004; 

Kaplan 1998; Raphael 1996; Raphael et al. 1996; Topolski et al. 2001, 2004). In these 

studies, “quality of life” is often meant to refer to adolescents’ satisfaction with life as a 

whole and with various life domains that are important to them. These life domains are 

typically defined as “the areas of experience which have significance for all or most people 

and which may be assumed to contribute in some degree to the general quality of life 

experience” (Campbell et al. 1976, p. 12). The life domains that are of particular importance 

to children and adolescents include the following: (a) perceptions of self (e.g., self-esteem), 

(b) social relationships with friends and family members, (c) school experiences, and (d) 

their living environment (Edwards et al. 2002; Huebner 1994).

Considering the multiple life domains that have been associated with quality of life, it is not 

surprising that quality of life is widely referred to as a multidimensional construct (Fayers 

and Machin 2007; Rapley 2003). Accordingly, most measurement instruments of quality of 

life consist of several subscales that correspond to the relevant life domains. “Overall” or 

“general” quality of life scores are often obtained by averaging the subscale scores. Huebner 

(1994, 2001) developed the 40-item Multidimensional Students’ Life Satisfaction Scale 

(MSLSS) for the measurement of five life domains of importance to children and 

adolescents (satisfaction with family, peers, school, self, and living environment). The life 

domains were based on theoretical developments and empirical studies about life satisfaction 

in adults and children, interviews with elementary school children, student essays, and 

exploratory factor analyses. The underlying measurement structure of the MSLSS was based 

on the theoretical premise that the life domains constitute dimensions that correspond to a 

common source, general quality of life, in a manner that is congruent with a second-order 

factor model (e.g., Huebner 1997). This measurement structure, if valid, implies that general 

quality of life scores could be obtained by averaging the scores of the MSLSS subscales.

Based on the results of several confirmatory factor analyses, it has been suggested that the 

reliability and construct validity of the MSLSS, for the measurement of satisfaction with 

family, friends, living environment, school and self, are supported by having confirmed the 

fit of a measurement structure with five correlated first-order factors (Gilman 1999; Gilman 

and Ashby 2003; Greenspoon and Saklofske 1998; Huebner et al. 1998; Park 2000; Park et 

al. 2004). The construct validity, for the measurement of general quality of life, has been 

examined by fitting a second-order factor that accounted for the correlations among the five-

first-order factors (Gilman 1999; Gilman et al. 2000; Huebner and Gilman 2002; Huebner et 

al. 1998). Although these studies suggest preliminary support for the measurement validity 

of the MSLSS, several psychometric assumptions and theoretical premises underlying this 

measurement structure have not been examined explicitly.
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1.1 Examining Measurement Validity

Despite the prevalent use of second-order factor models in quality of life measurement, the 

underlying psychometric assumptions are rarely explicitly stated and examined. The Draper-

Lindley-de Finetti framework of measurement validity (Zumbo 2007a) provides a useful 

overview of the assumptions that must be tested to validate the use of a psychometric 

instrument for specific research purposes. According to this framework, measurement 

problems and sampling problems must both be examined when assessing measurement 

validity. Measurement problems include those pertaining to the psychometric equivalence 

(exchangeability) of the observed indicators (i.e., the items of each subscale), and sampling 
problems refer to the degree to which the measurement structure is appropriate for all 

respondents (i.e., equivalent across different sampling units in the target population). Factor 

analysis techniques are widely used to examine measurement problems by evaluating the 

extent to which the covariances of the observed indicators are accounted for by a common 

cause (or causes) (Nunnally and Bernstein 1994). The following assumptions must be tested 

when examining the psychometric equivalence of observed indicators with respect a second-

order factor model: (a) the observed indicators uniquely respond to one of the first-order 

factors (i.e., their correlations are accounted for by one of the first-order factors) and (b) the 

correlations among the first-order latent factors are fully accounted for by a second-order 

latent factor (i.e., the residual variances of the first-order factors are uncorrelated with each 

other and with the second-order factor) (Edwards and Bagozzi 2000; Fayers and Machin 

2007). Evidence of this pattern of covariance is a necessary (but not sufficient) condition for 

construct validity (Nunnally and Bernstein 1994; Viswanathan 2005).

Although measurement problems can be examined by testing the extent to which a particular 

factor structure fits the data of a sample as a whole, an examination of sampling problems 
involves determining the extent to which the factor structure is appropriate for all 

respondents. Zumbo (2007a) referred to this as “the exchangeability of sampled and un-

sampled units (i.e., respondents) in the target population” (p. 59). This aspect of 

measurement validation relates to the degree to which individuals interpret and respond to 

items in a consistent and comparable manner. The exchangeability of sampling units is a 

necessary condition for the generalizability of inferences made about the measurement 

structure of a particular instrument. The following assumptions must be tested when 

examining the exchangeability of sampling units with respect to a second-order factor 

model: (a) respondents interpret and respond to the items in a consistent manner (i.e., the 

thresholds representing the probability distributions of the ordinal item responses are 

invariant in the sample), (b) the observed indicators of each subscale consistently reflect a 

single latent factor (i.e., they provide a measure of their respective first-order latent factor 

such that the factor loadings are invariant in the sample), and (c) the first-order latent factors 

consistently correlate because of a second-order latent factor (i.e., the second-order factor 

loadings are invariant in the sample). These assumptions relate to the degree to which a 

sample is homogeneous with respect to the parameters of the measurement model. If the 

assumptions do not hold for the respondents in a particular sample, then that sample can be 

said to be heterogeneous with respect to the measurement model. Conversely, a sample can 

be said to be homogeneous if the relationships among the corresponding indicators, as 

Sawatzky et al. Page 3

Soc Indic Res. Author manuscript; available in PMC 2016 November 16.

C
IH

R
 A

uthor M
anuscript

C
IH

R
 A

uthor M
anuscript

C
IH

R
 A

uthor M
anuscript



specified by the measurement model, are invariant irrespective of any differences among the 

respondents in a particular sample.

The notion of sample heterogeneity has not received sufficient attention with respect to the 

examination of measurement validity (Samuelsen 2008; Zumbo 2007a). Considering the 

diversity of items that compose most multidimensional quality of life instruments, it is 

plausible that some items are interpreted in different ways because of cultural, 

developmental, or personality differences, or because of contextual factors such as different 

living environments, employment experiences or other life circumstances. Consequently, 

respondents may not share a common frame of reference by which they interpret the various 

items. They also may adopt different response styles with respect to the rating scales of the 

items. For example, they may respond to some items by upward or downward comparisons 

of their life circumstances with those of their peers, with previous life circumstances, or to 

some ideal or model life circumstance. The resulting differences in “response style 

behaviours” can greatly distort the measurement of psychological constructs (Moors 2003, 

p. 278; Viswanathan 2005). These sources of sample heterogeneity with respect to a 

specified measurement structure, if present, threaten the internal validity of the construct that 

is being measured and limit the extent to which generalizable inferences pertaining to the 

comparison of individuals and groups within the target population can be made (Zumbo 

2007a, b). Although some relevant differences in the sample may be readily recognized and 

observed, there also may be unrecognized or unknown differences, or unknown interactions 

among observed differences, that could result in inconsistent interpretations and responses to 

some items.

Multi-group confirmatory factor analysis (MGCFA) has been widely used to examine 

sample heterogeneity by comparing the measurement structure of psychological constructs 

among known or manifest categorical differences in a sample (e.g., Byrne 1998; 

Schumacker and Lomax 2004; Steenkamp and Baumgartner 1998; Vandenberg and Lance 

2000; Zumbo 2007b). However, as pointed out by Samuelsen (2008), the use of MGCFA 

necessitates that the relevant differences in a sample are known and measured, a priori. 

Empirical studies have shown that sample heterogeneity with respect to the measurement 

structures of psychological constructs may be under detected when only relying on a priori 

observed differences in a sample (e.g., Cohen and Bolt 2005; De Ayala et al. 2002). Other 

statistical techniques must be employed to examine variation in measurement model 

parameters due to differences that are not known, a priori. Relevant differences in a sample 

that are not known can be identified by adding latent classes to a measurement model 

(Cohen and Bolt 2005; De Ayala et al. 2002; Lubke and Muthén 2005; Samuelsen 2008; 

Zumbo 2007a). The corresponding statistical technique, factor mixture analysis (FMA), can 

be used to: (a) examine the extent to which a sample is heterogeneous with respect to a 

specified measurement structure, (b) identify latent classes that represent subsamples 

characterized by unknown, or unrecognized, differences in the sample, and (c) evaluate the 

extent to which individual item parameters vary across the latent classes.
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1.2 Purpose

We used the Draper-Lindley-de Finetti framework (Zumbo 2007a) to evaluate the 

measurement validity of Huebner’s (1994, 2001) MSLSS for the assessment of adolescents’ 

quality of life by examining the above stated potential measurement and sampling problems. 

We specifically addressed the following research questions: (a) is a second-order factor 

structure, or the implied measurement structure with five correlated latent factors, 

adequately supported in the sample? and (b) did the adolescents respond to the items in a 

consistent fashion (i.e., was the sample homogeneous with respect to a unidimensional 

measurement structure for each of the MSLSS subscales)? A second purpose was to 

determine whether any observed measurement or sampling problems could be addressed 

through modifications to the measurement structure.

2 Methods

2.1 Data Collection

The data were taken from the British Columbia Youth Survey on Smoking and Health II, a 

cross-sectional health survey of adolescents in grades 7–12 who attended schools in the 

province of British Columbia, Canada. Of the 60 school districts in the province, 19 were 

contacted to obtain permission for schools within their jurisdiction to participate. The 19 

districts were purposely selected to maximize geographic coverage of the province while 

avoiding areas known to have low smoking prevalence rates and to be remote, sparsely 

populated, and relatively difficult to access. Fourteen school districts provided permission 

for a sample of 86 eligible schools (five school districts declined). Of the 86 schools, 49 

(57%) agreed to participate. Sampling of the adolescents in 22 of the 49 schools was 

completed by inviting the entire student body or students in particular grades to participate. 

In the remaining 27 schools, the selection of participants primarily occurred by recruiting 

students in courses that enrolled most of the student body. It was anticipated that these 

sampling strategies would result in a sample of adolescents who were at various stages of 

development, who lived in diverse geographical locations and living conditions, and who 

reflected the diversity of cultures represented throughout the province.

Ethical approval was granted by the Behavioural Research Ethics Board of the University of 

British Columbia (Canada); passive parental consent was obtained by providing the parents 

of the adolescents with a letter that informed them of the survey. Less than 1% of the 

students refused to participate and the response rate within schools was 84%, on average 

(non-response was mostly due to student absenteeism) (Richardson et al. 2007; Tu et al. 

2008). The resulting sample consisted of 8,225 adolescents who completed the survey.

2.2 Instrument and Reliability

Huebner’s 2001 version of the MSLSS assesses adolescents’ satisfaction with family (7 

items), friends (9 items), school (8 items), living environment (9 items), and self (7 items) 

(Fig. 1 provides the wording of all the items). The items were placed in the questionnaire in 

the order recommended in the MSLSS manual (Huebner 2001). The MSLSS includes 10 

negatively worded items that were reverse-scored prior to analysis. As recommended by 

Huebner, a 6-point response format with options ranging from “strongly disagree” to 
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“strongly agree” was used (Gilman et al. 2000; Huebner et al. 1998). In the sample, the 

reliability estimates for the subscales were comparable to those reported in the literature 

(Huebner and Gilman 2002) (current study coefficient alpha ≥ 0.81). To be consistent with 

our analyses, wherein the data are treated as ordinal rather than interval, we also computed 

ordinal coefficient alphas for the subscales, which were all ≥ 0.85 (Zumbo et al. 2007).

2.3 Methods of Validity Assessment

Confirmatory factor analysis (CFA) was used to test the fit of the second-order factor model. 

We specified that the 40 observed indicators of the MSLSS responded to one of five first-

order latent factors, which in turn responded to one common second-order factor (Fig. 1). 

The variances for all of the latent factors were specified to equal one to avoid indeterminacy 

and to set the metric of the latent factors (Schumacker and Lomax 2004). The distributions 

of the observed indicators clearly revealed the non-normal and discrete nature of the data 

(Fig. 2). The resulting deviations from multivariate normality could have resulted in severely 

biased parameter estimates and indicators of model fit had they been treated as interval-level 

data (Finney and DiStefano 2006; Flora and Curran 2004; Lee et al. 2005). We followed the 

widely recommended approach of using polychoric correlations to model the observed 

indicators as ordinal-level data to avoid such bias (Finney and DiStefano 2006; Jöreskog 

1990; Jöreskog and Moustaki 2001; Millsap and Yun-Tein 2004; Rigdon and Ferguson 

1991).

A robust mean and variance adjusted weighted-least squares estimation method (WLSMV), 

included in the Mplus 4.2 software, was used (Muthén and Muthén 2006). This estimation 

method is recommended for use with ordinal data resulting in more robust χ2 statistics, less 

bias in the parameter estimates, and lower Type I error rates (Beauducel and Herzberg 2006; 

Finney and DiStefano 2006). The following desirable criteria were used to examine model 

fit: (a) a root mean square error of approximation (RMSEA) <0.06, (b) a comparative fit 

index (CFI) >0.95, and (c) a standardized root mean residual (SRMR) ≤0.08 (e.g., Hu and 

Bentler 1999; Schumacker and Lomax 2004; Vandenberg and Lance 2000). Several 

simulation studies have shown that these criteria could be cautiously applied to the use of 

WLSMV estimation with ordinal variables (Beauducel and Herzberg 2006; Yu 2002). 

However, we concur with Marsh et al. (2004) and others (e.g., McDonald and Ho 2002) who 

cautioned against the overgeneralization and uncritical application of cutoff values for 

goodness of fit indices. Ultimately, the assessment of model fit should be based on a 

comparison of the observed and implied correlation matrices (McDonald and Ho 2002). We 

therefore mapped the residual correlations so as to locate any specific areas of misfit (Fig. 

3). A summary of the residual correlations is provided by reporting the percentage of 

residual correlations with absolute values >0.10. We also conducted a principal component 

analysis on the residual correlations to ascertain whether an unspecified latent factor 

accounted for any observed misfit.

2.4 Factor Mixture Analysis

FMA was used to examine potential sample heterogeneity with respect to the measurement 

structure for each subscale (domain). A factor mixture model can be viewed as the 

combination of a latent class model and a confirmatory factor model (Lubke and Muthén 
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2005). In a latent class model, individuals are clustered so as to maximize local 

independence among the observed variables conditional upon a categorical latent class 

variable (Hagenaars and McCutcheon 2002; Magidson and Vermunt 2004). By combining a 

latent factor model with a latent class model, one obtains a clustering of individuals so as to 

maximize independence among the observed variables conditional on the class-specific 

measurement model parameters (Lubke and Muthén 2005).

Factor mixture models were specified for each subscale by allowing the thresholds, factor 

loadings and factor variances to vary across two or more latent classes (Fig. 4). This 

approach was used to determine whether: (a) the sample was heterogeneous with respect to 

the unidimensional measurement structure of each MSLSS subscale and (b) the 

measurement model parameters (i.e., the thresholds and factor loadings) were invariant 

across two or more latent classes. Sample heterogeneity was examined by determining the 

number of latent classes needed to achieve the best model fit, and invariance of the model 

parameters was determined by comparing the magnitude of the obtained estimates across 

two or more latent classes. A comparison of the thresholds across latent classes was obtained 

by graphing their values (and 95% confidence intervals) within the latent classes along the 

Y-axis and the threshold number along the X-axis. A relative lack of invariance could be 

identified by assessing those items with the most discrepant threshold values across latent 

classes. A similar approach was used to compare the differences in factor loadings across 

latent classes.

The model parameters were estimated using a robust maximum likelihood estimation 

method (MLR) available in Mplus 4.2 (Muthén and Muthén 2006). A local maximum was 

avoided by using a large number of randomly generated sets of parameter starting values (up 

to 500 sets for each model). The Bayesian information criterion (BIC) was used to compare 

the solution for a model with K classes to a solution for a model with K−1 classes to 

determine the best fitting and most parsimonious model (i.e., the model with the least 

number of classes) (Nylund et al. 2007).

2.5 Data Screening

The data were screened for implausible response patterns and missing responses. Data for 72 

respondents that had the same value for all positively and negatively worded MSLSS items 

were excluded from the analyses because these responses were deemed to be untrustworthy. 

Of the remaining 8,153 respondents, 5,269 (64.6%) completed all the MSLSS items, 1,056 

(13.0%) had a missing value for only one of the items, 980 (12.0%) had missing values for 

more than one of the items, and 848 (10.4%) did not complete any of the items (this latter 

group was not included in our analyses).

2.6 Missing Data Techniques

The expectation maximization (EM) algorithm was used to impute a single value for the 

1,056 adolescents who had a missing value for one of the MSLSS items (N = 6,325; 0.42% 

imputed data). We sought to impute only a very small amount of data because single 

imputation based on the EM algorithm can result in biased standard errors and model fit 

indices (Enders 2006). We evaluated whether the CFA results may have been biased due to 
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the use of single value imputation, where the data are assumed to be missing completely at 

random, by comparing the results to: (a) those obtained using full information maximum 

likelihood (FIML) with respondents with values for at least one MSLSS indicator (N = 

7,305) and (b) those obtained using EM for multiple imputation (MI) of data based on all 

relevant available information for the respondents with values for at least one MSLSS 

indicator (N = 7,305). The SAS 9.2 software package (SAS Institute 2005) was used to 

create 10 imputed datasets for the MI analyses, following the guidelines offered by Allison 

(2002) and Enders (2006), to assess convergence and to incorporate auxiliary variables 

associated with the MSLSS indicators (i.e., demographic variables (sex, ethnicity, grade), 

two measures of overall quality of life, perceived mental and physical health status, 

symptoms of depression, and two variables pertaining to the adolescents’ experiences at 

school). The FIML and MI results are available upon request.

3 Results

3.1 Sample Description

The sample of adolescents who completed at least one of the MSLSS items (N = 7,305) 

consisted of an approximately equal percentage of boys (48.1%) and girls in grades seven 

through 12. The average age was 15.2 years (SD = 1.5, N = 7,261) with 7,188 adolescents 

being between the ages of 12 and 18 years. Although most of the adolescents described 

themselves as “white/Caucasian” (72.6%), the sample also included Aboriginal adolescents 

(14.7%), Asian adolescents (Chinese, Japanese, Korean, Filipino or South–East Asian) 

(5.6%), and adolescents that described themselves as belonging to one or more “other 

ethnic” groups (4.9%) (2.3% did not report their ethnicity). Most adolescents (94.6%) 

reported speaking English at home (4.7% did not speak English at home; 0.8% did not 

answer this question), and 16.4% of the adolescents reported regularly speaking a language 

other than English at home (82.3% did not regularly speak a language other than English at 

home; 1.3% did not answer this question).

3.2 Distribution of MSLSS Indicators

The distributions of the MSLSS items are provided in Fig. 2. The modal responses after 

reverse coding the negatively worded items were ‘strongly disagree’ for 1 item (schl4), 

‘disagree’ for 1 item (schl3), ‘mildly disagree’ for 1 item (lenv9), ‘mildly agree’ for 6 items, 

‘agree’ for 20 items, and ‘strongly agree’ for 11 items. Several discrepancies were observed 

in how the adolescents responded to the negatively worded items in comparison with the 

positively worded items. For example, 32.1% of the adolescents strongly agreed that they 

wished there were different people in their neighborhoods. This response seemed to 

contradict their responses to the other living environment items, which suggested that they 

were satisfied with their living environment. Similarly, 22.9% of the adolescents strongly 

agreed with the statement that they wished they did not have to go to school, whereas only 

13.2% strongly disagreed with the statement that they liked being at school. These 

discrepancies suggest that the adolescents may not have responded to some of the negatively 

worded items in a manner congruent with their responses to other items within the 

corresponding subscale.
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3.3 Confirmatory Factor Analyses

Neither the second-order factor model nor the measurement structure with five correlated 

latent factors was supported (Table 1). The fit indices for both models did not fall within the 

recommended ranges and the residual correlations were very large (ranging from −0.23 to 

0.35 for the less restrictive correlated five-factor model) with 107 (13.7%) of the 780 

residual correlations, for the correlated five-factor model, having absolute values >0.10. 

Principal components analysis of the residual correlations (resulting from the correlated five 

factor model) was conducted to identify whether the residuals could be attributed to one or 

more unspecified latent factors. Only 6.6% of the total variance could be attributed to the 

first component, which had an eigenvalue of 2.60. A methods factor, to accommodate the 

negatively worded items, was added to the model, which led to substantial improvement in 

model fit (ΔWLSMV χ2 = 2,306.39, Δdf = 5, p < 0.001); however, the model still did not fit 

the data very well (see third model in Table 1).

Further examination of the pattern of residual correlations for the correlated five-factor 

model, without the methods factor, revealed that 93 (87%) of the 107 residual correlations 

with absolute values>0.10 were associated with the negatively worded items, many of the 

covariate pairs being between negatively worded and positively worded items (Fig. 3). The 

model misfit was largely attributable to the negatively worded items. The analyses were 

continued by removing the negatively worded items altogether, which resulted in a better 

fitting model (see last model in Table 1). The magnitude of the residual correlations was 

substantially reduced as indicated by: (a) a smaller SRMR value of 0.05, (b) a narrower 

range of residual correlations (from −0.15 to 0.20), and (c) a smaller proportion of residuals 

with absolute values >0.10 [18 of 435 (4.1%)]. However, the magnitude of the remaining 

residual correlations and the values of the CFI and RMSEA suggested that some problems 

with model fit persisted. Similar results were obtained when the CFAs for the three 

subscales that included the negatively worded items were compared with results obtained 

when the negatively worded items were removed (Table 2) (there are no negatively worded 

items for the family and self subscales). The analyses using FIML and MI (not reported due 

to space limitations) resulted in similar findings.

3.4 Examining Sample Heterogeneity

FMA techniques were used to examine potential sample heterogeneity with respect to the 

unidimensional measurement structure for each of the subscales (excluding the negatively 

worded items). Significant improvements in model fit were obtained when four latent classes 

for the family subscale, three latent classes for the self subscale, four latent classes for the 

school subscale, two latent classes for the friends subscale, and three latent classes for the 

living environment subscale were specified (Table 3). The smallest latent class was 

representative of 14% of the sample, which indicates that the latent classes were not trivial. 

Thus, the sample was heterogeneous with respect to a unidimensional measurement 

structure for each of the subscales.

The four most invariant items for each subscale were identified by comparing the factor 

loadings and thresholds across the latent classes for each subscale. For example, when the 

thresholds of the five positively worded items in the school subscale were compared, several 
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thresholds for the item “I like being at school” were found to be very different in some of the 

latent classes (Fig. 5). The adolescents in this sample did not respond to this item in a 

consistent manner. The standardized factor loadings across the latent classes for each 

subscale were also compared. For example, for the self subscale, the factor loadings were 

most invariant for the items: “There are lots of things I can do well” (self 2), “I think I am 

looking good” (self 3), and “I like myself” (self 4) (Fig. 6). With respect to the remaining 

four items, the thresholds were most invariant for the item, “Most people like me” (self 5). 

These were the four most invariant items for the self subscale. This approach to identifying 

and retaining the four most invariant items was used to create an abridged version of each of 

the five MSLSS subscales.

The CFAs of the abridged subscales revealed that model fit was substantially improved 

(Table 2). The reliability estimates for the abridged subscales were: coefficient alphas ≥0.75 

and ordinal coefficient alphas ≥0.80 (Zumbo et al. 2007). However, although good model fit 

for a unidimensional factor structure of the abridged living environment subscale was 

obtained, the standardized factor loadings of the items, “My family’s house is nice” (lenv6) 

and “There are lots of fun things to do where I live” (lenv1) differed substantially across two 

latent classes when we re-estimated the factor mixture model. The adolescents may not have 

responded to these items in a consistent manner.

3.5 CFAs of the Abridged MSLSS

The CFA of the model with five correlated first-order factors for the abridged MSLSS 

indicated that the model did not fit the data well (Table 4). Examination of the residual 

correlations revealed that the model misfit could be primarily attributed to several items 

from the living environment subscale and several items from the self subscale. It is common 

practice to modify a model when relatively minor areas of misfit are found by specifying 

cross-loadings or correlating residuals. However, any theoretical explanations underlying the 

observed lack of misfit are ignored when correlating residuals. We therefore chose to revise 

the model by explicitly testing hypotheses pertaining to a few theoretically defensible 

modifications. Specifically, two living environment items (lenv1 and lenv6) were removed 

(based on the FMA findings that revealed that the adolescents may not have responded to 

these items in a consistent manner). The two remaining living environment items were 

regressed on one of the items of the friends subscale (frnd9)—it was hypothesized that the 

degree to which adolescents like where they live might be associated with the degree to 

which their living environment is conducive to having enough friends. With respect to the 

items in the self subscale, a cross-loading onto the latent factor for friends was specified for 

the item, “Most people like me” (self5). This was based on the rationale that adolescents’ 

experiences of being liked by people is associated with the relationships they have with their 

friends and peers. And, two of the school subscale items (schl2 and schl8) were regressed on 

the item, “There are lots of things I can do well” (self2). Adolescents’ responses about their 

learning experiences at school may be influenced by their perception of whether they can do 

things well, in general. The specification of the correlated five-factor model, including all of 

these modifications, is displayed in Fig. 7. This model resulted in good fit (WLSMV χ2 (80) 

= 1,368.26, RMSEA = 0.05, CFI = 0.96) and all parameter estimates were statistically 

significant (p < 0.05). The standardized factor loadings were smallest for the relationships 
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between self5 and satisfaction with self (0.46) and friends (0.37), and the remaining factor 

loadings ranged from 0.61 to 0.87 (Fig. 7). All the polychoric correlations among the five 

latent factors were statistically significant with values ranging from 0.30 to 0.69.

The purpose of the above minor modifications was to obtain a well-fitting model with 

correlated first-order factors so that we could subsequently examine whether these first-order 

factors responded to a common second-order factor. The second-order factor model with the 

above modifications did not fit as well as the correlated first-order factor model (WLSMV 

χ2 (91) = 1,801.15, ΔWLSMV χ2 (5) = 372.19, RMSEA = 0.06, CFI = 0.94). In addition, 

several changes in the correlational structure of the first-order factors arose as a result of the 

constraints implied by the second-order factor. In particular, the correlation between friends 

and self (r = 0.60) based on the correlated five-factor model, was larger than the correlation 

implied by the second-order factor structure (r = 0.49). In contrast, the correlations between 

friends and living environment (r = 0.41) and friends and school (r = 0.30) were smaller than 

those implied by the second-order factor structure (r = 0.52 and 0.35, respectively). The 

correlated five-factor model provided a better representation of the dimensional structure 

than did the second-order factor model. The relationships between the second-order factor 

and the first-order factors were also examined. The second-order factor accounted for a 

substantial percentage of the variance in family (R2 = 0.68), living environment (R2 = 0.63) 

and self (R2 = 0.56). However, the explained variance in friends (R2 = 0.43) and school (R2 

= 0.28) was much smaller. This indicated that the second-order factor predominantly 

represented satisfaction with family, self, and living environment and, to a lesser extent, 

satisfaction with friends and school.

3.6 Comparison with Other Published CFAs of the MSLSS

The results that we obtained are inconsistent with those of other published CFAs of all the 

MSLSS items, which produced acceptable model fit for a measurement structure with five 

correlated latent factors (Gilman 1999; Gilman et al. 2000; Greenspoon and Saklofske 1998; 

Huebner et al. 1998; Park 2000; Park et al. 2004), and a second-order factor (Gilman 1999; 

Gilman et al. 2000; Huebner et al. 1998). These differences can be partly attributed to the 

different methodological approaches that were employed. Most of the published CFAs were 

based on the analysis of item parcels (Gilman 1999; Gilman et al. 2000; Huebner et al. 1998; 

Park 2000; Park et al. 2004), whereas the models here were based on the observed indicator 

scores. When using item parcels, the model is estimated based on the correlations (or 

covariances) among the item parcels rather than on the observed indicators. Item parceling 

can therefore be used to reduce the shared systematic and random error by averaging the 

effects of these errors across the items that share the same parcel. Generally, the use of item 

parceling methods results in better fitting models (Bandalos 2002; Little et al. 2002). 

However, an important assumption of item parceling is that the factor structure is known to 

be unidimensional. Item parceling can lead to inaccurate parameter estimates and misleading 

conclusions about model fit, if this assumption is not met (Bandalos 2002; Little et al. 2002; 

Nasser 2003). A particular concern is that item parcels can hide areas of model 

misspecification and, thereby, lead to an increased chance of a Type II error (accepting a 

model that does not fit).

Sawatzky et al. Page 11

Soc Indic Res. Author manuscript; available in PMC 2016 November 16.

C
IH

R
 A

uthor M
anuscript

C
IH

R
 A

uthor M
anuscript

C
IH

R
 A

uthor M
anuscript



To examine this concern, the findings from the correlated five factor model in our study 

(including all items and prior to any modifications) were compared with those obtained 

when using item parcels so as to determine whether the different result could be attributed to 

the use of item parcels. Both the parceling criteria used by Gilman (1999) and by Huebner et 

al. (1998) were applied. As expected, the model’s fit was much improved in both cases. For 

example, when Gilman’s criteria were applied to create 18 parcels, acceptable overall fit for 

a correlated five-factor model was obtained (χ2 (125) = 2,629.37, RMSEA = 0.06, CFI = 

0.95). However, the areas of misfit identified in our unparceled analyses were not revealed. 

In particular, our unparceled analyses revealed that a unidimensional structure for each of 

the subscales was not supported because the adolescents did not respond to the negatively 

worded items, and some of the positively worded items, in a consistent manner. The use of 

item parceling methods was not justifiable. We therefore conclude that the differences 

between our CFA results and the published CFA results can be attributed to the use of item 

parceling methods in previously published CFAs.

4 Discussion

The general purpose of these analyses was to test the assumptions of a second-order factor 

model specification of the MSLSS with the goal of assessing its reliability and validity for 

the measurement of adolescents’ satisfaction with their family, friends, living environment, 

school, self, and their general quality of life. The CFA results of the second-order model 

demonstrated that the model did not accurately account for the covariances among the 40 

MSLSS items. Thus, the 40 items did not provide a valid measure of general quality of life. 

The CFA of the correlated five-factor structure revealed that the negatively worded items did 

not co-vary in a consistent manner with the positively worded items, although such 

consistency was implied by the measurement structure. Subsequent CFAs of each of the 

subscales also resulted in poor fit. And the FMAs of the subscales excluding the negatively 

worded items revealed that the adolescents did not respond to some of the positively worded 

items in each subscale in a consistent manner. Thus, the items for each subscale were not 

valid measures of satisfaction with family, friends, living environment, school, and self, 

respectively. However, good model fit for each of the subscales was obtained when the 

negatively worded items were excluded and when only the four items with the most invariant 

model parameters across latent classes were retained. Good model fit for a correlated five-

factor model was also obtained when a few minor and theoretically defensible modifications 

were introduced to account for the otherwise unexplained correlations among some of the 

items. However, the modified second-order model did not fit the data as well.

4.1 Recommendations for the Use of the MSLSS

The adolescents did not respond to the negatively worded items in a manner that was 

consistent with their responses to the positively worded items. Several researchers have 

raised similar concerns about the use of negatively worded items for the measurement of 

psychological constructs in children and adolescents, such as those related to self-esteem 

and self-concept (Barnette 2000; Borgers et al. 2004; Marsh 1986, 1996). It has been noted 

that the use of negatively worded items results in bias associated with differences in age, 

verbal ability (Marsh 1986), and gender (Fletcher and Hattie 2005), that the responses are 
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inconsistent with responses to positively worded items (Borgers et al. 2004), and that the 

combination of negatively and positively worded items results in lower internal consistency 

(Barnette 2000).

One approach to addressing concerns about negatively worded items is to model the effect of 

these items by including a methods factor. This has, for example, been recommended for the 

Rosenberg self-esteem scale (Rosenberg 1989) (e.g., Marsh 1996; Tomas and Oliver 1999). 

Although the model with a methods factor resulted in better fit, it did not sufficiently 

account for the patterns of misfit involving the negatively worded items. Another approach is 

to exclude negatively worded items altogether (e.g., Barnette 2000; Fletcher and Hattie 

2005; Marsh 1996). In our analysis, the exclusion of negatively worded items resolved many 

patterns of misfit in the residual correlation matrix. Based on these findings, and considering 

other findings pertaining to the use of negatively worded items in studies involving 

adolescents, in general, we suggest that it is justifiable to use only the positively worded 

items for the measurement of adolescents’ satisfaction with the five life domains, and we 

therefore recommend that the negatively worded items be omitted.

A second recommendation relates to the use of the abridged version of the MSLSS. 

Although the abridged version of the MSLSS requires further validation in different 

samples, the findings provide preliminary support for its use for the measurement of 

adolescents’ satisfaction with the five life domains. Good fit for a unidimensional structure 

for the abridged four-item version of each subscale was obtained. However, the adolescents 

may not have responded to the four living environment items in a consistent manner. Only 

two of the living environment items were retained in the subsequent CFAs of the modified 

measurement model with five correlated latent factors. Although the findings should be 

replicated in another sample before drawing further conclusions, it may be necessary to 

develop new items for the measurement of adolescents’ satisfaction with their living 

environment.

A third recommendation is that researchers ought to be cautious in the use of the abridged 

MSLSS as a measure of general quality of life whether they use total scores or a second-

order factor. A second-order factor structure resulted in relatively poorer fit than a nested 

model with five correlated latent factors. Evidently, the second-order factor did not 

sufficiently account for the correlations among the first-order factors. In addition, the 

standardized second-order factor loadings differed substantially from those that were found 

in the CFAs reported by Gilman (1999), Gilman et al. (2000), and Huebner et al. (1998) 

(Fig. 8). Further studies are needed to examine whether the second-order factor loadings are 

indeed invariant with respect to observed and unobserved differences among adolescents 

before assuming that the five first-order factors reflect a single second-order factor. This 

caution is also theoretically warranted. Specifically, is it reasonable to expect that 

adolescents’ satisfaction with their families, friends, schools, living environments, and self 

arises from a single common source (i.e., general quality of life)? Certainly this model is 

incompatible with the proposition that these life domains represent experiences with aspects 

of life that may contribute to one’s overall quality of life (Campbell et al. 1976; Michalos 

1985; Nordenfelt 1993; Veenhoven 2000). We therefore suggest that a second-order factor 

model may not be the best approach to combining measures of various life domains into a 
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total score for the measurement of general quality of life. Instead, we recommend further 

studies to examine theoretically defensible propositions about the relationships among the 

life domains that contribute to adolescents’ quality of life.

Our last recommendation is that the modified correlated five-factor structure supported by 

our findings, albeit theoretically defensible, does not justify the conventional approach of 

developing subscale scores by averaging the responses to the relevant items. Rather, the 

cross loadings in our model, albeit relatively small in magnitude, suggest that some of the 

items do not respond to a single latent factor. In addition, adolescents’ responses to some 

items are not entirely independent from their responses to other items (after controlling for 

the latent factors). These findings suggest that conventional scoring methods are inadequate. 

We therefore recommend the use of more complex arithmetic approaches (most suitably 

supported by computerization), to account for the modifications in the measurement 

structure, when using this instrument to derive domain-specific scores of adolescents’ 

quality of life.

4.2 Explaining Adolescents’ Inconsistent Responses

We offer a few possible explanations for the adolescents’ inconsistent responses to some of 

the MSLSS items. We specifically observed that most of the items include words that pertain 

to the adolescents’ perceptions of self (e.g., I, me, or my). These items required the 

adolescents to reflect on how they viewed themselves in the various social contexts defined 

by the corresponding subscales (family, friends, school and living environment). For 

example, although the items, “I like spending time with my parents” and “I enjoy being at 

home with my family” were part of the family subscale, they may have conflated the 

adolescents’ perceptions of their families with how they viewed themselves. Similarly, the 

items, “I have a bad time with my friends” and “I wish I had different friends” in the friends 

subscale may reflect how the adolescents viewed themselves rather than exclusively 

referring to how they viewed their friends.

Based on these observations we suggest that several MSLSS items may have conflated the 

adolescents’ evaluations of their selves with the various other life domains measured by the 

MSLSS. Adolescents may describe themselves differently and inconsistently in different 

relational or social contexts (e.g., they may describe themselves differently in relation to 

their peers than in relation to their friends) (Harter 1999). It is therefore possible that the 

adolescents may not have been consistent in their interpretations of and responses to the 

items that involved a degree of self evaluation in relation to different social contexts. In 

addition, with respect to the living environment subscale, the term “neighborhood” may have 

taken on different meanings for adolescents in urban regions than for those who lived in 

rural regions (Greenspoon and Saklofske 1997).

Although the above considerations do not provide definitive answers, they provide some 

guidance for further research to determine what adolescents think about when they respond 

to the MSLSS items. Cognitive interviewing or talk-aloud protocols could be used to obtain 

qualitative data for this purpose (Drennan 2003). Further analysis is recommended to explain 

the obtained latent classes by, for example, regressing the latent classes on demographic, 

developmental, psychological, environmental or any other factors that may explain why 
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adolescents do not respond to some questions about their quality of life in a consistent 

fashion.

5 Conclusions

We set out to examine the assumptions of a second-order model specification of the MSLSS 

with the goal of assessing its validity for the measurement of adolescents’ satisfaction with 

their family, friends, living environment, school, self, and their general quality of life. The 

results revealed several concerns pertaining to the measurement of adolescents’ satisfaction 

with various life domains and their general quality of life including: (a) adolescents may not 

respond in a consistent manner to questions about their satisfaction with various life 

domains and (b) combining domain satisfaction scores in a second-order factor model may 

not be a valid approach for the measurement of adolescents’ general quality of life. These 

findings reveal problems with the internal validity of the 40-item MSLSS thereby limiting 

the extent to which generalizable inferences about adolescents’ satisfaction with each of the 

life domains and their general quality of life can be made. FMA was subsequently used to 

develop an abridged 18-item version of the MSLSS for the measurement of adolescents’ 

satisfaction with their family, friends, school, living environment, and their self. However, 

only two of the living environment items were retained, and we therefore suggest that it may 

be necessary to develop additional items for this subscale. We caution that researchers who 

use multidimensional instruments for the measurement of quality of life in adolescents must 

critically examine whether adolescents respond to the items in a consistent manner.
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Fig. 1. 
A second-order factor model specification of the MSLSS. “*” Negatively worded items
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Fig. 2. 
Box plots of the distributions of the MSLSS items. “*” Negatively worded items (reverse 

coded)
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Fig. 3. 
Residual correlations for the correlated five-factor model. Notes: Residual correlations = 

observed polychoric correlations minus the estimated correlations of the correlated 5-factor 

model (N = 6,325)
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Fig. 4. 
The factor mixture model for the family subscale.  λ Parameters for relationships 

between the latent factor and the observed variables.  t Parameters for c−1 thresholds 

that are conditional on latent class variable Xk, k = 1, …, K.  Indicates that the λ 
parameters are conditional on latent class variable Xk, k = 1, …, K.  Indicates that the 

variance of the latent factor, η, is conditional on latent class variable Xk, k = 1, …, K−1. K is 

the number of latent classes and C is the number of ordinal categories for the observed 

variables
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Fig. 5. 
Thresholds of the item “I like being at school” in four latent classes. Notes: N = 6,325. The 

bars in each line graph represent 95% confidence intervals
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Fig. 6. 
Class-specific standardized factor loadings for the self subscale. Notes: N = 6,325
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Fig. 7. 
Correlated five-factor structure of the abridged and modified MSLSS. Notes: N = 6,325, 

WLSMV χ2 (80) = 1,368.26, RMSEA = 0.050, CFI = 0.958. All parameter values are 

standardized. Variances of the latent factors were constrained to equal 1.0 for identification. 

The four parameters between frnd9, lenv8 and lenv3, and between self2, schl2, and schl8, 

were specified by creating a latent variable corresponding to each of these variables with 

factor loadings fixed at 1.0, and a theta matrix was used to fix the residual variances of the 

corresponding observed variables at zero
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Fig. 8. 
Standardized second-order factor loadings for our study and published CFAs of the MSLSS.
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