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Abstract

The majority of words in the English language do not correspond to a single meaning, but rather
correspond to two or more unrelated meanings (i.e., are homonyms) or multiple related senses
(i.e., are polysemes). It has been proposed that the different types of “semantically-ambiguous
words” (i.e., words with more than one meaning) are processed and represented differently in

the human mind. Several review papers and books have been written on the subject of semantic
ambiguity (e.g., Adriaens, Small, Cottrell, & Tanenhaus, 1988; Burgess & Simpson, 1988; Degani
& Tokowicz, 2010; Gorfein, 1989, 2001; Simpson, 1984). However, several more recent studies
(e.g., Klein & Murphy, 2001; Klepousniotou, 2002; Klepousniotou & Baum, 2007; Rodd, Gaskell,
& Marslen-Wilson, 2002) have investigated the role of the semantic similarity between the
multiple meanings of ambiguous words on processing and representation, whereas this was not
the emphasis of previous reviews of the literature. In this review, we focus on the current state of
the semantic ambiguity literature that examines how different types of ambiguous words influence
processing and representation. We analyze the consistent and inconsistent findings reported in

the literature and how factors such as semantic similarity, meaning/sense frequency, task, timing,
and modality affect ambiguous word processing. We discuss the findings with respect to recent
parallel distributed processing (PDP) models of ambiguity processing (Armstrong & Plaut, 2008,
2011; Rodd, Gaskell, & Marslen-Wilson, 2004). Finally, we discuss how experience/instance-
based models (e.g., Hintzman, 1986; Reichle & Perfetti, 2003) can inform a comprehensive
understanding of semantic ambiguity resolution.
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In many languages, a large portion of words are semantically ambiguous in that a single
word form captures multiple senses or meanings. Given this, it is not surprising that
scientists have spent decades trying to understand how semantic ambiguity is resolved, and
how semantically ambiguous words are processed.

Early work in this area focused on whether or not both meanings of an ambiguous

word were activated, and how biasing context, meaning frequency, and contextual strength
influenced meaning activation (e.g., Adriaens et al., 1988; Duffy, Kambe, & Rayner, 2001;
Gorfein, 1989, 2001; Hogaboam & Perfetti, 1975; Martin, Vu, Kellas & Metcalf, 1999;
Onifer & Swinney, 1981; Simpson, 1981, 1994; Vu, Kellas, & Paul, 1998). Past research
(e.g., Duffy, Morris & Rayner, 1988; Vu et al., 1998) has demonstrated that the presence
versus absence of context, meaning frequency, and contextual strength interact during lexical
ambiguity resolution.

More recent research in this area has emphasized how the semantic similarity between

the meanings and senses of ambiguous words affects representation and processing. The
present review will focus on more recent studies and models that examine the semantic
similarity between ambiguous word meanings and senses. Prior studies demonstrated, albeit
inconsistently, an advantage for ambiguous words in lexical decision tasks (Azuma & Van
Orden, 1997; Borowsky & Masson, 1996; Hino & Lupker, 1996), and a disadvantage

for ambiguous words in tasks that required specification of meaning (e.g., Hino, Lupker,

& Pexman, 2002). Despite this body of work, there is still debate about precisely how
semantic ambiguity is resolved. Importantly, previous research did not always distinguish
between the various types of semantically ambiguous words. Here, we focus on a distinction
based on the semantic similarity of ambiguous word meanings. For example, homonyms

are words that have a single orthographic form but two or more unrelated meanings (e.g.,
“bank™). Polysemes, on the other hand, are semantically ambiguous words that also share a
single orthographic form, but have multiple related senses (e.g., research/wrapping “paper”).
Critically, the majority of ambiguous words are polysemous rather than homonymous (e.g.,
Klein & Murphy, 2001). In this review, we refer to senses as the multiple instantiations of
polysemous words, and to meanings as the multiple instantiations of homonymous words.

Polysemous words can be distinguished from each other based on the source of ambiguity.
For example, metonymous polysemy occurs when the interpretations of both senses of a
polysemous word are literal, and these senses are connected in meaning through one of
various types of relationships. For example, the polysemous word “chicken” has a count/
mass (countable/uncountable) distinction that refers to the animal and the meat of that
animal. Other forms of metonyms include container/contents (e.g., holding a “glass” of
orange juice vs. drinking a “glass” of orange juice), synecdoche, in which the part of
something represents the whole (e.g., “wheels” representing part of vs. the whole car), and
figure/ground (e.g., “cage”: the structure vs. the enclosed space). These aforementioned
forms of polysemous words are considered regular polysemes because the relationships
between the varying senses are formed via predictable relationships (e.g., container/contents,
mass/count). Some polysemous words have less predictable connections between the
different senses; these are referred to as /irregular polysemes. For example, metaphorical
polysemy occurs when one sense of a polysemous word has a more literal interpretation
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and the other has a more figurative interpretation. The word “eye”, for example, refers to

a body part and to part of a storm. In general, the senses of metonymous polysemes are
similar to each other in meaning and are connected via literal relationships, whereas the
senses of metaphorical polysemes are less related in meaning because their relationships are
less concrete. Regular polysemous senses may be easier to process because the connections
and relationships are more concrete.

From a linguistic perspective, a set of rules based on the relationship between the different
meanings/senses of an ambiguous word can be used to categorize it as polysemous or
homonymous (e.g., Pustejovsky, 1995). From a psychological perspective, the way that word
definitions are categorized in the dictionary can be used to define ambiguity (e.g., Klein

& Murphy, 2001; Rodd et al., 2002), such that words with two separate dictionary entries
are classified as homonyms, whereas words with multiple definitions that are listed under
the same entry are classified as polysemes. The dictionary classification approach has also
been used to determine meaning frequency/dominance such that the earlier-listed definitions
correspond to the more frequent interpretations. By contrast, other researchers have used
norms to classify ambiguous words into subtypes. In this method, participants come up

with associations for each word and then semantic similarity ratings are collected by a
second set of participants to determine how related in meaning the different associations that
correspond to various meanings/senses are to each other (e.g., Hino et al., 2002; Pexman,
Hino, & Lupker, 2004).

Although it is practical in experimental design and consistent with theories of ambiguity

to classify ambiguous words in a categorical fashion, ambiguous words can be aligned
along a continuum of semantic similarity of the multiple meanings/senses (Klepousniotou,
2002; Klepousniotou & Baum, 2007; Klepousniotou, Pike, Steinhauer, & Gracco, 2012;
Klepousniotou, Titone, & Romero, 2008). Additionally, more recent advances in statistical
analysis make it possible to analyze the data using continuous variables. Homonyms would
be at one end of the continuum, metonymous polysemes would be on the other end, and
metaphorical polysemes would be in the middle.

Recent studies on ambiguous word processing and representation have taken into
consideration the different types of semantically ambiguous words and the level of
semantic similarity of the ambiguous words” meanings (e.g., Armstrong & Plaut, 2008;
Klepousniotou, 2002; Rodd et al., 2002). Some researchers have found that polysemous
words with more related senses have an advantage in lexical decision tasks, such that
polysemous words are responded to faster than unambiguous words, whereas homonyms
have a small disadvantagein a lexical decision task such that homonyms are responded to
more slowly than polysemous and unambiguous words (Beretta, Fiorentino, & Poeppel,
2005; Rodd et al., 2002). Other studies have demonstrated a processing disadvantage

for homonyms during tasks that are more semantically engaging such as the semantic
categorization task (Hino et al., 2002). However, mixed results have been found (Hino,
Kusunose, & Lupker, 2010; Hino, Pexman, & Lupker, 2006), and the causes of these
processing advantages and disadvantages are still debated. The present review will focus on
these recent studies of semantic ambiguity effects and will highlight potential reasons for the
inconsistent results reported in the literature.
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Study selection criterion

Because there are several review articles (e.g., Simpson, 1984) and books (e.g., Adriaens et
al., 1988; Gorfein, 1989, 2001) about semantic and lexical ambiguity that were published
prior to 2001, we have chosen to focus on behavioral and electrophysiological studies

on semantic ambiguity published between 2001 and the present. Studies included in this
review were located using Google Scholar and PsychINFO using the following search terms:
homonymy, polysemy, semantic ambiguity, and lexical ambiguity. Further, because we focus
on the similarities and differences between different types of ambiguous words, we will
include detailed summaries only of studies that specifically examined different types of
ambiguous words (e.g., polysemes and homonyms).

Review outline

This review will explore the consistent and inconsistent patterns across studies. First, we will
discuss aspects of semantic ambiguity processing and representation and will then review
the recent behavioral and electrophysiological research on semantic ambiguity (see Table

1 for a summary of reviewed studies). To foreshadow, the results of recent studies have
reported several inconsistent ambiguity effects. We will discuss factors that may contribute
to the inconsistent results found in the literature, including the types of words used in each
study, the semantic similarity of the word meanings, the type of response on critical trials
(e.g., yes vs. no), the type of task, the modality (auditory, visual), timing, and the type of
foils (e.g., pronounceable non-words vs. pseudohomophones) used. To aid in our review,
Table 1 outlines these factors for each experiment reviewed. We will discuss how these
factors contribute to the overall level of semantic activation in the entire language network
(e.g., as determined by tasks that do vs. do not emphasize semantics) and the semantic
activation of semantically ambiguous words’ specific meanings/senses, which may lead to
these varying results and effects reported in the literature. Finally, in the discussion sections,
we will consider how these literatures have contributed to our understanding of models of
semantic ambiguity and examine how parallel distributed processing (PDP) and experience-
based models can inform a better understanding of semantic ambiguity resolution.

Overview of models of semantic ambiguity

Researchers have framed ambiguity effects with respect to storage and lexical access.
Both polysemous and homonymous words correspond to multiple senses or meanings.
These ambiguous word types differ in terms of the semantic relationships between the
multiple senses or meanings. There are two alternative frameworks for how polysemes
and homonyms are represented. The first is the Separate Entry Model (e.g., Langacker,
1987), which proposes that, because each ambiguous word has meanings/senses that vary
in relatedness along a continuum, each meaning or sense is stored separately in the mental
lexicon and is tied to a single orthographic/phonological form. This situation would apply
for both polysemous and homonymous words. The second alternative is grounded in the
theoretical linguistic perspective (e.g., Nunberg, 1979) of polysemous words and is referred
to as the Single Entry Model. Under this view, when words have highly related senses

(as do polysemes), the senses are stored together. However, when the meanings of an

Psychon Bull Rev. Author manuscript; available in PMC 2016 November 18.



1duosnuen Joyiny 1duosnuey Joyiny 1duosnue Joyiny

1duosnuen Joyiny

Eddington and Tokowicz Page 5

ambiguous word are unrelated, each meaning is stored separately in the mental lexicon.
There are two different specific instantiations of the Single Entry Model of polysemous
words. One alternative is that the different senses share a “core meaning” and each sense

is generated by a set of relationships or rules (Nunberg, 1979). The second alternative is

that the representations of the multiple senses are underspecified and the distinct senses

are derived online (e.g., Pustejovsky, 1995). Although there is less consensus regarding

how polysemous words are represented, the majority of researchers agree that the multiple
meanings of homonyms are stored separately in the mental lexicon and assert that homonym
meanings are distinct and only accidentally to map to the same word form (Klein & Murphy,
2001; Klepousniotou et al., 2012; Srinivasan & Snedeker, 2011). These theoretical models
have provided a way to understand and predict how homonyms and polysemous words are
represented and processed in the mind. However, these models do not take into consideration
important factors such as varying degrees of semantic similarity or meaning/sense frequency.

Several researchers have used computational models such as those from the PDP tradition
to examine ambiguity representation and processing (e.g., Armstrong & Plaut, 2011; Hino
et al., 2002; Rodd et al., 2004). Computational models have the advantage of including
semantic and orthographic information and testing specific hypotheses about how the mind
organizes and represents different types of ambiguous words. Additionally, PDP models
can provide a single mechanistic account of how different types of words are processed
and represented. In PDP models, each layer is made up of nodes or units, which represent
features of a word such as orthography, phonology, or the meaning. For ambiguous words,
each orthographic pattern corresponds to more than one semantic pattern, whereas for
unambiguous words each orthographic pattern corresponds to just one semantic pattern.
Modelers can train the network to learn the one-to-one and one-to-many mappings from
orthography to semantics and test how quickly and accurately the model responds to
different types of words. After training, the model will “settle” to the nadir of energy,
known as an attractor basin. Attractor basins are points of attraction that are shaped by

the strength of the connections between the nodes. For example, a shallow attractor basin
could correspond to a core meaning or features shared by the multiple senses of polysemous
words. This parallels the Single Entry View, according to which polyseme senses are stored
together in the mental lexicon. A deep attractor basin could represent a specific meaning
that corresponds to a meaning of an ambiguous or unambiguous word. This parallels the
Separate Entry View, according to which homonym and/or polyseme meanings/senses are
stored separately.

In the following review of the literature, we will examine two issues. The first issue is how
ambiguous words and their meanings are represented in the mental lexicon. The second is
how ambiguous words are processed. Although the different issues address ambiguity effects
from a representational versus processing standpoint, similar methodologies can be used to
examine them. For example, comparisons of lexical decisions to polysemous, homonymous,
and unambiguous words have been used to infer both the ease with which participants
process the different types of words (e.g., Armstrong & Plaut, 2011; Klepousniotou &
Baum, 2007), and how those words are represented in the mind (e.g., Beretta et al., 2005). In
the next section, we review recent behavioral studies of semantic ambiguity, beginning with
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less semantically engaging tasks such as lexical decision, followed by more semantically
engaging tasks such as semantic judgments.

Review of behavioral studies

Less semantically engaging tasks

In this section, we will discuss experiments that used tasks such as lexical decision,

which do not necessarily require the specific semantic code of the word to be activated

to accurately make a response. Rather, accurate responding in this task can be accomplished
with the recognition of the orthographic or phonological form as a word.

Previous studies using lexical decision have shown that ambiguous words tended to

yield faster response times than unambiguous words (e.g., Azuma & Van Orden, 1997,
Pexman & Lupker, 1999). However, that early work may not have distinguished between
polysemes and homonyms, thus semantic similarity between the meanings/senses was not
well controlled. The first few studies to disentangle these two forms of ambiguity were
conducted by Klepousniotou (2002) and Rodd et al. (2002). Across three lexical decision
experiments, Rodd et al. examined how multiple related and unrelated senses and meanings
of semantically ambiguous words influenced processing. In Experiment 1, words with
more senses were responded to more quickly than words with fewer senses, and words
with many meanings were responded to more slowly than words with few meanings.

In Experiment 2, a factorial design was implemented in which comparisons were made
between words with many senses and few meanings, few senses and many meanings,
many senses and many meanings, and many senses and few meanings. As in Experiment
1, words with many senses were responded to more quickly than words with few senses.
Further, homonyms elicited slower RTs than words with few meanings in the participant
analysis, but this difference was not statistically significant. Importantly, both experiments
included pseudohomophones (e.g., “brane”) as non-words because previous studies that
employed this type of non-word (rather than non-pseudohomophone word-like non-words;
e.g., “lork”) had reported significant ambiguity effects (Azuma & Van Orden, 1997). This
may be because pseudohomophones make it more difficult to distinguish between non-
words and real words. Thus, making a lexical decision may require more activation of the
word’s meaning(s)/senses. This may lead to greater ambiguity effects because the multiple
meanings/senses will be activated, therefore impacting the processing of those words.

Interestingly, in Experiment 3, Rodd et al. (2002) found a similar pattern of results as in
Experiment 1 (an advantage for words with many senses and a disadvantage for words with
many meanings) using an auditory lexical decision task. Because it was an auditory task,
Rodd et al. (2002) could not use pseudohomophones and therefore used pronounceable non-
words instead. This finding is somewhat surprising given that Azuma and Van Orden (1997)
found ambiguity effects in visual lexical decision only when using pseudohomophones as
non-words. This result goes against the idea that difficult non-words are needed in lexical
decision to affect the activation of the multiple meanings/senses. However, because auditory
lexical decisions are slower in general, it may be that the additional time in processing
allowed the multiple meanings/senses to be sufficiently activated to affect processing.
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In sum, the Rodd et al. (2002) study demonstrated that the previously reported ambiguity
advantage (e.g., Pexman & Lupker, 1999) was not due to a general ambiguity advantage but
rather that this advantage may be limited to polysemous words. It had been hypothesized
that the previously reported ambiguity advantage was due to ambiguous words having richer
semantic representations than unambiguous words. However, if the ambiguity advantage

is limited to polysemous words, then it may be that related senses facilitate recognition,
whereas unrelated meanings inhibit recognition.

As stated previously, polysemous words can be divided into different types based on the
regularity and semantic similarity of the multiple senses. In a study that went beyond the
the number of senses/meanings classification used by Rodd et al. (2002), Klepousniotou
and Baum (2007) compared performance for different types of polysemes. Specifically,
they tested metaphorical and metonymous polysemes, and examined the effects of type

of ambiguity and meaning/sense dominance on auditory and visual lexical decision task
performance. In Experiment 1, Klepousniotou and Baum used an auditory lexical decision
task and found that metaphorical and metonymous polysemes elicited faster response times
than balanced and unbalanced homonyms and unambiguous control words. In Experiment
2, they used a visual lexical decision task and found an advantage for metonymous
polysemes over metaphorical polysemes, homonyms, and unambiguous words. These
results provide further support for a polysemy advantage in processing, and possibly

to a special status for metonymous polysemes, which may have senses that are more
related to each other than do other types of polysemes. Klepousniotou and Baum did not
observe a homonym disadvantage, suggesting that the polysemy advantage for metonymous
polysemes may be more robust than the homonym disadvantage. The data from Experiment
2 also demonstrated that not all polysemes benefit from an advantage in processing,
because metaphorical polysemes yielded similar RTs to the homonyms and unambiguous
words. This may be because metaphorical polyseme senses are less related than those of
metonymous polysemes. Therefore, it is important to examine meaning similarity effects in
ambiguity processing at a finer-grained level than classifying all polysemous words under
the same category (see also McElree, Frisson, & Pickering, 2006, for evidence regarding
further possible distinctions between logical and standard metonyms).

It is important to note that Klepousniotou and Baum (2007) used the same materials in

both the auditory and visual lexical decision experiments. Previous studies that found
different results in auditory and lexical decision had used different non-words in the two
modalities, namely pronounceable non-words in the auditory lexical decision task and
pseudohomophones in the visual lexical decision task. In Klepousniotou and Baum’s study,
differences between the visual and auditory tasks cannot be due to the differences in
non-words because they were the same in both tasks. Different results might, however,

be due to the speed with which participants recognized the words in each modality; the

RTs were faster overall in the visual lexical decision task than the auditory task, which

may have influenced semantic activation levels of the words’ meanings/senses. Specifically,
both types of polysemes were responded to faster than the other word types in the auditory
task, but the responses were slower overall, which may have allowed the semantic activation
of the metaphorical polysemous word senses to reach a level of activation that facilitated
word recognition. Because lexical decisions were faster in the visual task, it is possible
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that the semantic activation of the words’ senses did not reach a level sufficient to speed
lexical decision for the metaphorical polysemes, but was strong enough to do so for the
metonymous polysemes (see Armstrong, 2012, and Discussion: Processing Issues below,
for discussion of how the time course of semantic activation of the words meanings/senses
influences ambiguity processing).

However, not every study has found a disadvantage or null effects for homonyms. Lin

and Ahrens (2010) examined ambiguity effects in a Mandarin lexical decision study. The
ambiguous words in their study were homonyms or metaphorical polysemes, but did not
include ambiguous words with more related senses such as metonymous polysemes. Their
non-word stimuli were pseudohomophones. Lin and Ahrens found an ambiguity advantage
in RT such that the ambiguous words were responded to faster than the unambiguous words
overall; they did not distinguish results for the two types of ambiguous words. These results
contradict the notion that an ambiguity advantage is found only for polysemes with highly
related senses. Importantly, including pseudohomophones as non-words is hypothesized to
increase overall semantic activation at the whole language network level (i.e., emphasize
semantic processing). These results contradict that prediction and provide counter-evidence
to the relatedness of meaning advantages in lexical decision tasks. However, because Lin
and Ahrens did not compare the two types of ambiguous words in their stimulus set, and
because they did not include other types of polysemes such as metonyms, it cannot be
determined whether metonymous or metaphorical polysemes in a similar task would have a
processing advantage above and beyond that of the homonyms and unambiguous words.

Additionally, using a Japanese lexical decision task with Katakana words as non-words,
Hino et al. (2006, Experiment 1) did not find evidence for a specific polysemy advantage.
Rather, they reported an overall ambiguity advantage in which polysemes and homonyms
were responded to more quickly than unambiguous words. Further, there were no differences
between RTs to polysemes and homonyms. These findings are also inconsistent with the
view that there is no homonym advantage.

To further investigate these inconsistencies, Hino et al. (2010) specifically investigated

an ambiguity advantage that was restricted to polysemes that had been reported in

previous lexical decision studies, but that their research group had not previously found.

In Experiment 1, Hino et al. (2010) used Katakana Japanese words and non-words and found
an overall ambiguity advantage in reaction time, but no differences between polysemous
and homonymous words. As discussed above, previous studies had found an ambiguity
advantage only when using pseudohomophones, which are thought to increase semantic
processing (Azuma & Van Orden, 1997; but see above discussion of Rodd et al., 2002,
Experiment 3). Katakana non-words cannot be made into pseudohomophones but, because
Japanese Kanji characters are morphemes, Hino et al. proposed that adding Kanji characters
to their stimulus list may increase semantic processing, thus simulating a stimulus list
similar to the one used by Rodd et al. (2002). Indeed, after adding Kanji characters as
non-words and words (Experiment 2), Hino et al. found a polysemy advantage, such that
polysemes were responded to more quickly than homonyms and unambiguous words, with
no differences between the latter two types of words.
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However, Hino et al. (2010) noted that the Kanji characters may have induced strategic
changes rather than increasing overall semantic activation. The Kanji non-words in the
experiment contained characters that were unrelated (i.e., the two characters that made

up a single non-word were unrelated to each other), whereas the Kanji words contained
characters that were related to each other. This manipulation therefore may have provided

a cue to participants about the correct response, altering their decision-making strategy.
Thus, Hino et al. conducted a follow-up experiment (Experiment 3) that included Kanji
non-words that had related characters (i.e., characters within a non-word item were related in
meaning). Similar to Experiment 1, they found an ambiguity advantage in reaction time such
that polysemes and homonyms were responded to more quickly than unambiguous words,
but there was no specific advantage for polysemes over homonyms. Because they found

a consistent overall ambiguity advantage, they concluded that semantics must be involved

in the processing of both polysemes and homonyms. The authors further concluded that,
because of the inconsistent effects, the polysemy advantage reported in the literature is not
due to semantic activation of the words’ senses as discussed previously, but to feedback
from meaning to orthography. Such feedback should be greater the higher the number of
meanings/senses associated with a word, which would lead to more feedback from meaning
to orthography for ambiguous words than unambiguous words. However, this does not
explain why there was a specific advantage for polysemous words in Experiment 2. In

this case, the type of non-words used did affect processing speeds across experiments.

The experiments discussed previously found differences when the time course of semantic
activation of the words’ meanings/senses was manipulated, but in this case the overall RTs
were consistent across experiments. It could be that the unrelated Kanjinon-words used in
Experiment 2 made the related senses of the polysemous words more salient thus facilitating
processing of the polysemous words.

Although all the previously mentioned studies attempted to control for important word
characteristics, it is difficult to remove all item-level differences between different word
types. To avoid this issue, Rodd et al. (2012) examined how learning new related and
unrelated meanings to previously known unambiguous words would influence processing.
Importantly, the same words were used in the related and unrelated conditions, thus
eliminating any differences between stimulus lists. In a series of experiments, Rodd et al.
taught participants new meanings for known words that were unambiguous prior to training,
and tested learning using a cued recall task. They counterbalanced the training conditions
so that each word was paired with a new meaning that was either semantically related or
unrelated to the existing meaning, thereby creating polysemes and homonyms, respectively.

In the first two experiments, Rodd et al. (2012) trained the participants on the new meanings
via incidental learning in which participants were exposed to the novel meanings of the
known words through short passages. The participants recalled vocabulary words with
related meanings more accurately than vocabulary words with unrelated meanings. Due

to low accuracy on words with unrelated meanings, Rodd et al. modified the training

in Experiment 3 to enhance semantic processing of the vocabulary words and their new
meanings. They did this by having participants use explicit vocabulary learning methods
such as matching vocabulary words with definitions and sentence generation. Participants’
accuracy during the cued recall task was higher than in the previous experiments, but
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accuracy was still higher for words with related meanings than words with unrelated
meanings. In addition to the recall task, they used a lexical decision task in Experiment
3; responses to trained words were faster overall than responses to untrained words.
Interestingly, responses to trained related-meaning words were faster and less error-prone
than responses to trained unrelated-meaning words.

Unlike previous studies that had made comparisons between different word lists, this study
replicated the polysemy advantage in lexical decision times for the same set of words using
a training paradigm, thus eliminating possible confounds between different stimulus lists.
Rodd et al. (2012) argued that the lexical decision data support the notion that semantic
similarity facilitates word recognition via richer semantic representations. Under this view,
a disadvantage emerges for homonyms because of the inconsistent mappings between the
word form and the multiple unrelated meanings, which may lead to weaker connections
between the word form and each meaning (Rodd et al., 2004). An advantage emerges for
polysemes because, although there is still a one-to-many mapping between the word form
and the senses, the senses are related in meaning. Thus, the meanings are less inconsistent
with each other than they are for homonyms allowing stronger connections between the
word form and each meaning. As a consequence, when one sense of the word is activated,
the related senses will be activated more quickly, which may speed up processing.

Up to now, we have reviewed studies that have evaluated the processing of different types of
ambiguous words during tasks that require less semantic activation of the words’ meanings/
senses such as recognizing a letter string as a word in a lexical decision task. Next, we
discuss studies that evaluate ambiguous words in more semantically engaging tasks.

More semantically engaging tasks

In this section of the review, we focus on experiments that involve tasks that are more
semantically engaging, such as the sense judgment, semantic categorization, and semantic
relatedness tasks. These types of tasks lead to greater semantic activation and/or require a
specific meaning/sense to be activated to make a correct decision.

Klepousniotou (2002) examined how four types of ambiguous words (homonyms,
metaphorical polysemes, metonymous polysemes, and name polysemes) influenced primed
lexical decision performance. Name polysemes have one sense that corresponds to a person
(e.g., “Picasso” the artist) and a second that corresponds to that person’s work (e.g., a
“Picasso”). On each trial, participants read a sentence that primed one of the meanings of
an ambiguous word. Participants then made a lexical decision to a letter string, which was
the target ambiguous word, a control word that matched the critical word’s frequency, or

a control word that matched the meaning/familiarity frequency of one of the ambiguous
word’s senses. The primed ambiguous words were responded to more quickly than the
control words.

Critically, the results demonstrated differential priming effects for the various types of
ambiguous words. Participants responded more quickly to and had a larger priming effect for
the metonymous polysemes (e.g., “chicken”: the animal vs. the food) than the homonyms.
No differences were observed between the other types of ambiguous words. Although no
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comparisons were made to primed unambiguous words because the study included only
ambiguous words, this study shows an overall advantage in processing for metonymous
polysemes compared to homonyms. This study also provides evidence that different types of
polysemes are processed differently and emphasizes the critical role of semantic similarity
between ambiguous word meanings in the processing of ambiguous words.

Hino et al. (2002) examined semantic ambiguity using a semantic categorization task in
which particpants were asked to decide whether or not a word belongs to a specific
category. Hino et al. found that participants were slower to make semantic categorization
(alive or not) judgments for ambiguous than unambiguous words. They argued that the
ambiguity disadvantage found in semantic tasks results from the system settling on a specific
meaning. Because ambiguous words have more than one meaning, each meaning must

be activated, evaluated, and compared with the specific semantic category to finalize a
decision. In contrast, Hino et al. (2006, 2010) observed an ambiguity advantage in the
lexical decision task, in which settling on a specific semantic code of an ambiguous word is
not necessary to make a decision. Out of context, the evaluation of ambiguous words does
not require semantics to be completely activated, thus leading to faster response times in
lexical decision.

Pexman et al. (2004) also examined ambiguity advantages and disadvantages and tested an
alternative explanation, the Decision System Account, which suggests that the difference
in ambiguity effects (i.e., a polysemy advantage in lexical decision vs. a homonymy
disadvantage in semantic decision tasks) are due to differences in decision-making across
tasks. In Experiment 1, Pexman et al. replicated the ambiguity advantage found in

lexical decision, but only for the low-frequency ambiguous words used in their study.

In Experiment 2, participants performed a relatedness decision task with high- and low-
frequency ambiguous and unambiguous words. Importantly, in half of the trials, critical
ambiguous words were paired with an unrelated word (e.g., the ambiguous word “punch”
paired with the word “short”; “no” trials) and in the other half, critical ambiguous words
were paired with a related word (e.g., the ambiguous word “iron” paired with the word
“steel”; “yes” trials).

Pexman et al. (2004; Experiment 2) observed an ambiguity disadvantage in the “yes” trials,
and found no ambiguity effect in the “no” trials. Post hoc regression analyses demonstrated
that, in the “yes” trials, ambiguous words were responded to more slowly and less accurately
than unambiguous words, and more semantically related word pairs were responded to

more quickly and accurately than less semantically related word pairs. However, although
ambiguity did not affect the “no” trial responses, there was an effect of semantic similarity
such that more semantically related word pairs were responded to more slowly than less
semantically related word pairs. Because they included different words in the “no” and “yes”
trials and did not examine the role of meaning dominance, they ran a follow-up experiment
(Experiment 3) using the same task, but controlled for stimulus list and dominance effects.
Once again, they found an ambiguity disadvantage only for “yes” trials, regardless of
whether the ambiguous word was paired with a word related to its dominant or a subordinate
meaning/sense.
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Because prior lexical decision studies (e.g., Klepousniotou et al., 2008; Rodd et al., 2002)
reported advantages for polysemes, Pexman et al. (2004; Experiment 5) examined whether a
polysemy advantage would also emerge in a semantic relatedness task. They replicated their
previous findings of an ambiguity disadvantage only for the “yes” trials. They also observed
that participants were faster to respond to polysemes than to homonyms. However, this effect
was also found only for the “yes” trials. Pexman et al. posited that these differing ambiguity
effects are not due to semantic factors but instead to decision making processes. According
to their Decision System Account, an ambiguity disadvantage is found in “yes” trials for
semantic tasks because one sense of the ambiguous word is unrelated to the word pair,
which leads to response competition—one meaning of the ambiguous word is related, which
would activate a “yes” response, but another meaning is unrelated, which would activate

a “no” response. With more related senses, there is a smaller cost for ambiguous words
because both senses may be closely related to the pair. In “no” trials, the multiple meanings
of the ambiguous word are unrelated to the unambiguous target word and therefore there

is no response competition. Further, because the multiple meanings are unrelated, the
relatedness of the senses/meanings of the ambiguous word influences processing to a lesser
extent.

Using the semantic categorization task, Hino et al. (2006) sought to replicate the previous
null effect of ambiguity in “no” trials while manipulating sense overlap effects. Participants
in the study judged whether Katakana Japanese words were labels of a living thing
(Experiment 2), a vegetable (Experiment 3), either an animal or a vegetable (Experiment
4), or the title of a job (Experiment 5). In all four experiments, the experimental items
(unambiguous words, polysemes, and homonyms) were included in the negative or “no”
trials. In Experiment 2 (living thing category) and 5 (job category), Hino et al. found

a significant ambiguity disadvantage such that participants responded more slowly and
less accurately when responding “no” to homonyms than unambiguous words. Participants
responded more quickly and accurately when processing polysemes than homonyms. No
ambiguity effects were observed when participants decided whether or not a word was a
vegetable (Experiment 3), or when they decided if a word was an animal or vegetable
(Experiment 4). Again, Hino et al. attributed the different ambiguity effects to decision-
making differences rather than semantic activation of the words’ meanings/senses. Hino et
al. argued that relatedness of meanings and ambiguity effects were found in Experiments
2 (alive category) and 5 (job category) because these categories were broader than

those used in Experiments 3 (vegetable category) and 4 (animal or vegetable category).
Therefore, making a decision within a narrower category will take fewer comparisons to
reach a conclusion than making a decision within a broader category, thus supporting the
Decision System Account. The response times in Experiments 2 and 5 were longer than

in Experiments 3 and 4, which is consistent with the idea that more comparisons had to

be made to finalize a decision. However, alternative accounts have also been suggested,
including the Settlings Dynamics Account (Armstrong & Plaut, 2008; 2011), which is
described in more detail in the Discussion: Processing Issues section.

The sense judgment task has also been used to examine processing and representation
differences between ambiguous and unambiguous words. In this task, participants are asked
to decide if two word pairs “make sense.” The critical comparison is between when the
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word pairs refer the same meaning/sense (e.g., daily paper vs. magazine paper) and when
the word pairs refer to different meanings/senses (e.g., daily paper vs. wrapping paper).
Klein and Murphy (2001) used the sense judgment task and memory tasks to examine the
representational and processing differences of ambiguous words. In Experiment 1, Klein and
Murphy evaluated participants’ memory for polysemes depending on how the words were
embedded in phrases. Participants first studied phrases such as “liberal paper”, then, after
the study phase, participants saw phrases containing studied items that were consistent with
the meaning of the studied sense such as “daily paper” and phrases that were inconsistent
with the meaning of studied sense such as “wrapping paper”. The participants showed

a consistency effect in that they were more likely to correctly recognize a word with a

same sense modifier than a word with an inconsistent sense modifier. In Experiment 2,
participants were asked to judge whether or not two word pairs “made sense”. In this task,
the target word pair was preceded by a consistent sense (e.g., wrapping paper, shredded
paper) or an inconsistent sense pair (e.g., wrapping paper, liberal paper). Participants were
faster to make sense judgments when the two pairs corresponded to the same sense than
when they corresponded to different senses. They concluded from these findings that
polysemous word senses must be stored separately because, if polysemous word senses
share a core meaning and are stored together, then there would not be a reliable consistency
effect.

Klein and Murphy (2001) conducted a follow-up experiment (Experiment 3) and included
homonyms in the stimulus list, which allowed them to make comparisons between these
two types of ambiguous words. Klein and Murphy found that homonyms and polysemes
both showed a significant consistency effect, and that the magnitude of this effect was
similar between the two word types. This is surprising because a larger consistency effect
would be expected for homonyms than polysemes because the meanings are so distinct.
Furthermore, based on previous research, it was expected that participants would have
made judgments about polysemes faster than judgments about homonyms, but no overall
differences were found between these ambiguous word types. However, the results are
consistent with Pexman et al. (2004), who also did not find a polysemy advantage in the
semantic judgment task. It is possible that the results of this study may reflect the type of
stimuli that Klein and Murphy used. Specifically, the polysemes they used varied greatly
in semantic similarity, and were closer to homonyms than true polysemes (see Foraker &
Murphy, 2012, for relatedness ratings).

Using a method similar to the one used by Klein and Murphy (2001), Brown (2008)
examined differences between polysemes and homonyms but focused on verbs instead of
nouns. Critically, they also examined the semantic similarity between the ambiguous words
such that phrases contained polysemes with closely related senses (e.g., “broke the glass”
vs. “broke the radio”), polysemes with distantly related senses (e.g., “ran the track” vs. “ran
the shop™), and homonyms (e.g., “banked the plane” vs. “banked the money”). Additionally,
they included phrases containing unambiguous verbs as a comparison group (e.g., “cleaned
the shirt” vs. “cleaned the cup”). Participants read a pair of phrases and were asked to decide
if the phrases “made sense”. The nonsense trials contained phrases that were anomalous
and/or semantically incoherent (e.g., “hugged the juice” vs. “hugged the fund”, “joined the
cliff” vs. “joined the team”). Participants responded more quickly and accurately to phrases
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that had a same-sense verb than phrases that had a different-sense verb, replicating the
consistency effect. Homonym verb phrases yielded the slowest and least accurate responses
overall. Closely related polysemous verbs showed an accuracy and RT advantage over

more distantly related polysemous verbs. Further, there was a significant linear trend such
that participants responded more quickly and accurately as the meanings/senses of the
ambiguous words increased in semantic similarity. Counter to Klein and Murphy (2001),
Brown (2008) found an advantage for polysemes over homonyms in RT and accuracy,
thereby demonstrating that a polysemy advantage can emerge in more semantically engaging
tasks. The linear trend in their data suggests that there may not be a clear distinction between
polysemes and homonyms, but rather that processing reflects a more continuous nature of
ambiguity that corresponds to the degree of semantic similarity of the multiple senses.

Klepousniotou et al. (2008) also sought to replicate Klein and Murphy’s (2001) findings;
however, they additionally examined meaning dominance and ambiguous word sense
overlap. The critical stimuli included words with highly overlapping senses (e.g., “chicken”
the animal vs. the food), moderately overlapping senses (e.g., “ground” the floor vs. a

place to camp), and non-overlapping senses (e.g., “key” to a lock vs. on a typewriter).
There were two related modifiers for each meaning of the ambiguous items. Participants
first saw a modifier-target word pair that corresponded to the subordinate sense (conflicting
context; e.g., mental block), the dominant sense (cooperating context; e.g., toy block), or
neither sense (neutral context; e.g., **** block) and then were presented with a modifier—
target word pair that could relate to either the dominant sense (“dominant condition”; e.g.,
wooden block) or to the subordinate sense (“subordinate condition”; e.g., mental block).
Participants were asked to decide if the phrases made sense (e.g., “yes” response: prime:
mental block, target: wooden block; “no” response: prime: hair comb, target: card comb).
In filler trials (i.e., “no” response trials) participants first saw a phrase that did make sense
followed by a phrase that did not make sense. Results were inconsistent with those of

the Klein and Murphy (2001) study but consistent with those of Brown (2008), in that
participants were faster to make sense judgments to polysemous word pairs with highly
overlapping senses compared to ambiguous words with moderately to non-overlapping
senses. They additionally found a significant sense overlap by dominance interaction, such
that in the dominant condition, participants were equally fast to make sense judgments to the
cooperating and conflicting pairs but only for the highly overlapping senses. By contrast, in
the subordinate sense condition, participants responded more slowly to the conflicting pairs
than the cooperating pairs for all levels of sense overlap. Furthermore, in this condition,

the difference between the conflicting and cooperating conditions was twice as large for the
moderately and low overlapping sense conditions than the highly overlapping conditions.
This suggests that dominance may influence processing less for ambiguous words with more
overlapping senses than for ambiguous words with less overlapping senses. Additionally,
these results emphasize that not all ambiguous words are processed similarly, and that the
amount of semantic similarity between the senses influences how ambiguous words are
processed and comprehended. The authors proposed that this provides additional evidence
for the single-entry model of polysemous word representation for the polysemes with highly
overlapping senses.
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The studies reviewed above have used tasks that either provide no context for the words’
meanings/senses or provide a simplified context for the words’ meanings/senses. However,
in natural language use, words are embedded in sentence and discourse level contexts

that provide varying degrees of contextual support for the multiple meanings/senses of the
ambiguous words. A more recent study by Foraker and Murphy (2012) examined how
sense dominance and context influence the processing of polysemous words embedded

in sentences, thus providing a more natural context. Foraker and Murphy used the same
polysemous words used by Klein and Murphy (2001) allowing for comparisons to be made
across these experiments. The polysemous words and the dominance of the senses were
classified using the dictionary method. In Experiment 1, they designed their sentence stimuli
so that the first sentence provided either a biasing context for the dominant sense (e.g., The
fashion designers discussed the cotton), for the subordinate sense (e.g., The farm owners
discussed the cotton), or a neutral context (e.g., They discussed the cottor). The second
sentence was related either to the dominant sense (e.g., The fabric was not what they had
been hoping for), or to the subordinate sense of the ambiguous word (e.g., The crop was

not what they had been hoping for). They hypothesized that, if polysemous senses share a
core meaning, then there should be little difference between the dominant and subordinate
senses on reading times of the second sentence in the neutral context condition. However,
they found that participants were faster at reading the second sentence when it supported the
dominant sense of the polysemous word than when it supported the subordinate sense.

In Experiments 2 and 3, Foraker and Murphy (2012) used a single-sentence design to
reduce the possibility that sentence boundaries exaggerated dominance effects. Experiment
2 used a moving window paradigm similar to Experiment 1. Again, shorter reading times
for disambiguating regions associated with the dominant sense than the subordinate sense
were found. However, this effect was less pronounced than in Experiment 1, and was only
marginally significant. Experiment 3 used eye-tracking to obtain more temporally sensitive
measures of processing. There were longer reading times for subordinate senses in the
neutral context condition in first-pass reading measures and marginally longer reading times
for the subordinate senses in the wrap-up region (i.e., the area after the disambiguating
information). For regression path duration (the time from first entering the region until it is
exited to the right), there was a marginal effect of dominance such that participants reread
the sentence more often when the disambiguating region biased the subordinate sense.
Foraker and Murphy additionally examined how dominance and semantic similarity of the
senses affected reading times. They found a significant interaction between dominance
and semantic similarity on the polysemous noun for early measures and total time, such
that words with a highly related senses and a highly dominant sense were more difficult

to process. These results demonstrate that dominance and semantic similarity both affect
processing of these words in a more natural context like reading.

However, there are several reasons why these results may differ from those of previous
studies. Importantly, the polysemous words were selected so that there was a wide range

in semantic similarity between the senses. Foraker and Murphy (2012) did find an effect of
semantic similarity on readings times, but did not find a sense relatedness by dominance
interaction. However, there were only 25 items, which may not be a sufficient number to
reveal such an effect. Prior studies have shown that various types of polysemous words yield
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different results (e.g., Klepousniotou et al., 2008). It is therefore possible that the results
differed from prior studies because of the choice of stimuli. Future research should use
similar methodologies along with different types of ambiguous words to elucidate the role of
semantic similarity and dominance.

Thus far, we have reviewed studies that reported advantages in processing for polysemes
and all ambiguous words, disadvantages for homonyms, and null effects. Few studies have
consistently yielded both polysemy advantages and homonym disadvantages using the same
task. Therefore, the different effects reported could be due to task differences as suggested
by Hino et al. (2006), or due to differences in semantic activation of the words’ meanings/
senses as suggested by some PDP accounts (e.g., Rodd et al., 2004).

Using a PDP framework, Armstrong and Plaut (2008) simulated ambiguity effects by
examining different stages of processing. They hypothesized that the differential ambiguity
effects (the polysemy advantage and the homonym disadvantage) found in the literature are
not entirely due to task differences or decision making differences as suggested by other
researchers (e.g., Pexman et al., 2004; Hino et al., 2006). Instead, they argued for a different
account, the Settling Dynamics Account, in which differences are due to the amount of
semantic activation or precision needed to perform the task. In Armstrong and Plaut’s model
simulations, earlier stages in processing were considered comparable to less semantically
engaging tasks (e.g., lexical decision) and yielded a polysemy advantage, whereas later
stages in processing were considered comparable to more semantically engaging tasks (e.g.,
semantic categorization) and led to a homonym disadvantage; stages in the middle resulted
in both effects simultaneously. In the behavioral portion of Armstrong and Plaut’s (2008)
study, they manipulated “semantic precision” or the level of semantic activation of the
system by increasing the difficulty of the non-words in a lexical decision task using the
same stimuli and manipulations as Rodd et al. (2002). In particular, Armstrong and Plaut’s
easy non-words matched the non-words used by Rodd et al. (2002) in bigram frequency,

the hard non-words contained the highest bigram frequencies, and the medium difficulty
condition contained non-words with bigram frequencies that were between those in the easy
and hard conditions. Therefore, in the hard condition, the non-words most resembled real
words. They found a polysemy advantage in the easy and middle conditions and a homonym
disadvantage in the middle and hard conditions.

In a follow-up study, Armstrong and Plaut (2011) attempted to induce a polysemy advantage
while also inducing a homonym disadvantage, but with a more carefully selected set of
stimuli. The authors pointed out that, in their previous work (Armstrong & Plaut, 2008), the
ambiguous words did not all have balanced meanings/senses. Therefore, in this follow-up
study, they carefully selected items that had more balanced senses to maximize competition
between them. They manipulated the visual quality of the stimuli (either high contrast or low
contrast) and the non-word difficulty as previously described. Degrading stimulus quality
slows down responses and therefore may tap later stages of semantic activation of the words’
meanings/senses. They also argued that slowing response times in this way might lead

to ambiguity effects similar to those reported in auditory lexical decision tasks. Slowing
down responses in different ways allowed Armstrong and Plaut to contrast their alternative
account of semantic ambiguity effects, the Settling Dynamics Account, with the Decision
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System Account (e.g., Hino et al., 2006; Pexman et al., 2004). In this study, Armstrong

and Plaut also examined more types of ambiguous words including homonyms, polysemes,
unambiguous words, and hybrid ambiguous words, which have both polysemous senses and
homonymous meanings.

In the low contrast/easy non-word condition, Armstrong and Plaut found a homonym
disadvantage and a marginal polysemy advantage in the RT analysis and a significant
polysemy advantage and marginal homonym disadvantage in the accuracy analysis. The low
contrast/difficult non-word condition led to a polysemy and hybrid word advantage, but not
a homonym disadvantage. The difficult non-words did not induce a homonym disadvantage,
but did yield a significant polysemy advantage in the RT and accuracy analyses. The
pseudohomophone non-word condition yielded only a polysemy advantage in the RT and
accuracy analyses. The hybrid ambiguous words tended to yield response times similar to
those yielded by the polysemes, suggesting that the semantic similarity of the senses was

a more influential factor than the competing dissimilar meanings. Finding these two effects
only in the degraded stimulus condition is suggestive of a highly interactive system in which
orthography and semantics jointly impact performance.

Electrophysiological/imaging studies

In addition to behavioral methods, researchers have also used imaging

and electrophysiological methods such as event-related potentials (ERPs), and
magnetoencephalography (MEG) to examine semantic ambiguity. These studies have
focused primarily on the theories of representation of ambiguous words. Although
behavioral measures provide insight to how the mind processes different types of ambiguous
words, they may not reveal more temporally sensitive differences that ERP and MEG

data may show (e.g., Hargreaves, Pexman, Pittman, & Goodyear, 2011). Many of the
behavioral tasks discussed above have been replicated using these methods, which may
provide more insight into how these words are processed and represented. One such MEG
study by Pylkkénen et al. (2006) used a similar task and materials as Klein and Murphy
(2001). In particular, they asked participants to make sense judgments on word phrases

that contained a homonym (e.g., river bank, savings bank), a polysemous word (e.g.,

lined paper, liberal paper), or two semantically related words (e.g., lined paper, monthly
magazine). Pylkkénen et al. (2006) examined the M350 component, which is thought to
represent lexical and morphological root access. Earlier peaks of the M350 components for
the related-sense compared to unrelated-sense condition would represent priming between
the multiple senses of the polysemous words and not competition between the senses as
may be expected for homonym meanings. They hypothesized that, if polysemous senses
share a morphological root but have distinct sense representations, the M350 should reveal
a shorter peak latency for the related- than the unrelated-sense condition and no effect of
relatedness for homonyms. Conversely, they hypothesized that if polysemous senses were
stored as separate lexical entries and do not share a morphological root (like homonym
meanings), then the M350 effects would be similar to the homonyms such that the peak
M350 would indicate less priming from one sense to the other. The behavioral data revealed
no differences between homonyms and polysemes, similar to the effects found by Klein and
Murphy (2001).
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Interestingly, the MEG data did reveal significant differences between the word types. In the
left hemisphere, the mean peak latency for the M350 was significantly earlier for related
pairs than unrelated pairs for polysemous words. However, the mean peak M350 latency was
significantly later for the related homonym pairs compared to the unrelated homonym pairs.
They also found differences in right hemisphere M350 mean peak latencies such that the
polysemous words showed the opposite effect of the left hemisphere. Because polysemous
senses did prime each other as indicated from the earlier M350, they concluded that these
data are consistent with the single entry hypothesis of polysemous word representation.
Further, this study demonstrates that electrophysiological data sometimes reveal early lexical
effects that behavioral data do not always capture (e.g., McLaughlin, Osterhout, & Kim,
2004). However, the method used in this study requires participants to activate the multiple
senses and meanings of ambiguous words, which may exaggerate the effects of similarity
(for polysemes) and dissimilarity (for homonyms).

Another MEG study conducted by Beretta et al. (2005) used the M350 effect to explore the
representation of ambiguous words. They used a lexical decision task so that participants’
initial reading of the word would not be contextualized by a previous phrase (as in the two-
phrase sense judgment task). Therefore, this method could reveal early lexical access effects
that do not draw the participants’ explicit attention to the multiple senses. Beretta et al. used
the words from the Rodd et al. (2002) study, which included unambiguous words with few
senses, polysemous words with many senses, homonymous words with many senses, and
homonymous words with few senses. They examined whether the M350 component showed
a dissociation from the behavioral RTs. Based on results a dissociation between the M350
component and behavioral RT occurs when manipulated factors affect lexical activation

and decision-making independently. Beretta et al. hypothesized that, if polysemous words
are represented in separate lexical entries, they should show a similar M350 peak latency

to homonyms, but faster RTs than homonyms (based on Rodd et al.’s findings). They
hypothesized that, if polysemous words are represented together in a single lexical entry,
then polysemous words should show an earlier M350 peak latency than homonyms as well
as faster RTs for polysemes.

Words with many senses were responded to more quickly than words with fewer senses,
and homonymous words were responded to more slowly than polysemous words. Similar
to the Pylkkénen et al. (2006) study, polysemous words revealed an earlier peak M350
latency compared to homonyms. Words with more senses also had an earlier peak M350
latency than words with fewer senses. The MEG data showed differences in peak M350
latencies between polysemous and homonymous words that directly mirror the RT effects.
The authors concluded that these data support the single lexical entry model of polysemous
word representation. However, it remains unspecified why polysemous words had an earlier
M350 peak latency than unambiguous words, which presumably also have a single lexical
entry.

As previously reported, different types of polysemous words can yield different effects,
and therefore may be represented differently (e.g., Klepousniotou, 2002). To examine those
effects further, Klepousniotou et al. (2012) examined differences in processing between
homonyms and different types of polysemous words in a primed lexical decision task
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while measuring ERPs. They examined both balanced and unbalanced homonyms, and
metonymous and metaphorical polysemes. Each word was paired with a related and
unrelated prime that corresponded to each of the words’ meanings/senses. They examined
the N400 component which is a measure of semantic integration and priming, such that

a reduced N400 corresponds to greater priming. Thus, they examined whether the distinct
meanings/senses of the polysemous and homonymous words could prime each other as
measured by the N400. Because they chose to employ a delayed lexical decision design, the
RT data did not yield any significant effects of word type. However, the electrophysiological
data did reveal significant effects of target type, such that dominant primes for unbalanced
homonyms led to a greater reduction of the N400 amplitude than subordinate primes,
indicating a significant priming effect.

Further, the subordinate priming effect was observed mostly over the left hemisphere,
whereas the priming effect for the dominant primes was observed over both hemispheres.
For balanced homonyms and for metonymous polysemes, both the subordinate and dominate
meaning primes led to a reduced N400 effect. No differences were observed across
hemispheres. Lastly, for metaphorical polysemes, there was a graded reduction of the N400
amplitude, such that the dominant primes led to more reduction in N400 amplitude than

the subordinate primes. Further, the N400 priming effect was found predominantly over

the right hemisphere for metaphorical polysemes, unlike the subordinate primes for the
unbalanced homonyms. The ERP record thus clearly demonstrates differences in processing
between different types of ambiguous words. The authors also suggest the differences across
hemispheres may indicate different neural generators contributing to the priming effects

for the different types of ambiguous words, although they did not use source localization
techniques to confirm this.

Discussion: processing issues

Early research on semantic ambiguity focused on the time course of meaning

activation, meaning dominance, and context effects in semantic ambiguity resolution. The
Klepousniotou (2002) and Rodd et al. (2002) studies prompted researchers examining
ambiguity to focus on the differences between the types of semantically ambiguous words
and the relatedness of the senses/meanings of these words. Although several researchers
have found ambiguity advantages only for words with highly related senses (e.g., Armstrong
& Plaut, 2008, 2011; Brown, 2008; Klepousniotou, 2002; Klepousniotou & Baum, 2007),
some other researchers have found an ambiguity advantage for homonyms (Lin & Ahrens,
2010), or have found null effects (Hino et al., 2006; 2010). The ambiguity disadvantage that
emerges in semantic tasks is also not consistently found. Some researchers have found the
ambiguity disadvantage with semantic categorization (e.g., Hino et al., 2002) and semantic
relatedness tasks (Pexman et al., 2004), whereas other researchers have found null effects for
“no” trials (e.g., Pexman et al., 2004).

There are several reasons why there may be inconsistent results in the semantic ambiguity
literature. One of the main reasons is that the stimuli often differ across experiments.
Although some researchers (e.g., Armstrong & Plaut, 2008; Beretta et al., 2005) have
used the same word stimuli or categories as Rodd et al. (2002), the non-word stimuli
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varied. Some experiments used pseudohomophones, whereas others used pronounceable
non-words. The use of pseudohomophones as non-words may lead the participants to
engage in more semantic processing during a lexical decision task, whereas pronounceable
non-words may lead to a more orthographically and less semantically based strategy during
a lexical decision task. However, this was not always found because Klepousniotou and
Baum (2007) found an advantage for metonymous polysemes in lexical decision tasks

that did not use pseudohomophones. It would be very useful for researchers in this area

to provide complete stimulus lists (including non-words), to facilitate cross-experimental
comparisons. Additionally, ambiguity effects have been tested in several languages (e.g.
Mandarin Chinese, Japanese, and English). The studies using Japanese (e.g., Hino et al.,
2006; Pexman et al., 2004) have implemented mixed scripts (i.e., Katakana, Kanji) during
the tasks. Although it was deemed necessary to use a combination of mixed scripts to
investigate ambiguity effects in Japanese speakers, it is unknown how much of the findings
were due to this manipulation, and this cannot be replicated in single-script languages. One
would expect that if the language system is similar across languages, ambiguity effects
should replicate across languages. And, indeed, several phenomena such as the ambiguity
advantage in the lexical decision task have been replicated across languages (Hino et al.,
2002; Klepousniotou & Baum, 2007; Lin & Ahrens, 2010).

The type of ambiguous words tested and how the ambiguous words are defined and
classified (using the dictionary vs. norms vs. linguistic rules) also differ greatly across
experiments. Most of the research done in this area has taken a categorical approach to
classifying ambiguous words. Such a categorical approach could exaggerate some effects
or mask others, especially because these operationalizations of these categories tend to
vary across studies (e.g., “unambiguous words™” may have only one meaning or simply
fewer meanings than “ambiguous” words). In fact, researchers who make fine-grained
linguistic distinctions between different types of polysemes (e.g., metonymous polysemes,
metaphorical polysemes, and name polysemes) do find differences in processing between
the different types of polysemes (e.g., Klepousniotou, 2002; Klepoushiotou & Baum,
2007; Klepousniotou et al., 2008, 2012; see also Rabagliati & Snedeker, 2013 for similar
results using a picture-naming task). Grouping the different types of polysemes into one
category could dilute the effects and lead to faulty or incomplete conclusions. Using
meaning/sense relatedness norms rather than using published lists or the dictionary method
to define the type of ambiguous word would also allow researchers to better capture

the continuous nature of ambiguity. Thus, researchers making theories and hypotheses
about ambiguity representation and processing should be aware that the polyseme versus
homonym distinction is limited and may not reflect how humans actually process ambiguous
words and their meanings/senses.

Prior studies (e.g., Duffy et al., 1988; Vu et al., 1998) demonstrated that meaning frequency
is an important factor in ambiguity resolution, but this issue has been less well examined

for polysemous words. In experiments that are based on semantic decisions (and thus
meaning activation), sometimes unbalanced ambiguous words were used, and sometimes
balanced ambiguous words were used. Given the previous findings, this is an issue that
should be investigated for ambiguous words with varying levels of meaning/sense similarity.
In particular, there may be differences in processing and representation between a more
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frequent sense of a polyseme versus a more frequent meaning of a homonym. Lastly, part

of speech has not always been controlled across experiments and across conditions within
experiments. Several studies have shown that nouns and verbs are processed and represented
differently. Although a full treatment of how word class affects semantic ambiguity is
beyond the scope of this review, some previous research has explored how semantic and
word class ambiguity interact (e.g., Lee & Federmeier, 2009; Mirman, Strauss, Dixon, &
Magnuson, 2010; Rodd, Longe, Randall, & Tyler, 2010). Future research would benefit from
examining and controlling for word class in studies examining ambiguity effects.

Despite the differences across studies, there are some patterns that emerge from the data.
As expected, the majority of experiments found overall differences between ambiguous
words and unambiguous words. When no differences were observed, it was in specific
cases in which participants were responding “no” in a semantic categorization task or in

a semantic relatedness task (Hino et al., 2004; Pexman et al., 2006). Semantic similarity
between the meanings or senses of the ambiguous words across several studies facilitated
word recognition in comparison to that of unambiguous words (e.g., Beretta et al., 2005;
Klepousniotou & Baum, 2007; Rodd et al., 2002), whereas semantic dissimilarity in the
meanings or senses of the ambiguous words slowed word recognition in comparison to that
of unambiguous words (e.g., Rodd et al., 2002), especially when difficult non-words were
used (e.g., Armstrong & Plaut, 2011). Competition between multiple unrelated meanings
slows semantic relatedness decisions relative to unambiguous words, but only in trials

that are related to a single meaning of the ambiguous word (i.e., “yes” trials; Pexman et

al., 2004). Semantic similarity between the multiple senses facilitated semantic relatedness
decisions relative to homonyms, but again only on trials in which only one sense is related
to the unambiguous word (Pexman et al., 2004). Broader semantic categorization decisions
yielded a disadvantage in processing speed for homonyms relative to unambiguous words
and an advantage in processing speed for polysemes relative to homonyms in “yes” and “no”
trials (Hino et al., 2006).

Overall, the majority of the research we have discussed suggests that semantic similarity is
an important factor in processing and representation because certain types of polysemous
words with more related senses (e.g., metonyms) show processing advantages more
consistently than homonyms and polysemes with less related senses (e.g., metaphors).
Additionally, several studies emphasize the importance of the timing of the decision across
different tasks and that when decisions are made later due to changes in foils (e.g.,
changing the difficulty of the non-word, or making a “yes” vs. “no” decision), the type

of task or the modality of the task (e.g., auditory vs. visual), some processing advantages
and disadvantages may emerge for some types of ambiguous words and some processing
advantages and disadvantages may disappear for some types of ambiguous words. We now
review how recent PDP models account for processing differences between polysemes and
homonyms.

Rodd et al. (2004) proposed a model to explain differences in processing between polysemes
and homonyms (see Fig. 1). The connectionist model they proposed develops deep attractor
basins as the network learns to differentiate the different meanings of homonyms. On the
other hand, the network develops wide, shallow attractor basins for the multiple senses of
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polysemes. Rodd et al. suggested that, during word recognition, homonyms initially enter a
blend state at the semantic layer in which the specific meaning has not been selected. With
time and accumulated evidence, the network settles on a specific meaning. According to
the model, the disadvantage reported in previous studies for homonyms (e.g., Rodd et al.,
2002) is due to this shift from a blend state into a specific meaning state. For polysemes,
the multiple related senses correspond to similar points in semantic space so there is no
need to move from away from a blend state during lexical decision, thus word recognition
is facilitated for words with multiple related senses. Rodd et al. (2004) have directly applied
this model to performance with homonyms and polysemes in the lexical decision task, but
did not explicitly extend it to additional tasks. However, with some additional assumptions
about the requirements of various tasks, this model may explain additional data.

Armstrong (2012) proposed an account of semantic ambiguity resolution that was
specifically designed to explain ambiguity effects on a wider range of tasks than Rodd

et al.’s (2004) model, which was designed to explain these effects in lexical decision. This
Settling Dynamics Account is set within the PDP framework and takes into consideration
the distinction between polysemes, homonyms, and unambiguous words, as well as temporal
and contextual aspects of semantic activation of word meanings. Importantly, the model
distinguishes activation patterns for contextually appropriate and inappropriate meanings of
homonyms and polysemes (see the predicted semantic activation curves in Fig. 2).

In the framework of the Settling Dynamics Account, there are excitatory and inhibitory
connections between the features of the words: polyseme senses mainly have excitatory
connections between them and homonym meanings mainly have inhibitory connections
between them. During earlier stages of processing and context-free processing, semantic
activation of the meanings/senses is predominated by excitatory connections for polysemes
and inhibitory connections for homonyms. For later processing and context-dependent
tasks, semantic activation is predominated by competition between the senses/meanings.
This earlier portion of the polysemous curve demonstrates the higher semantic activation
due to the excitatory connections between the senses, which is consistent with findings
of studies that report a polysemy advantage (i.e., faster responding) in lexical decision
tasks (Armstrong & Plaut, 2008, 2011; Rodd et al., 2002). For later processing or
context-sensitive tasks, the activation of polysemous word senses begins to stabilize.

As the contextually appropriate sense is activated, the semantic activation of features
associated with that sense increase as the semantic activation for features associated with
the inappropriate sense decrease. This part of the curve is consistent with null processing
effects found for polysemes, and disadvantages for homonyms found in tasks that engage
semantics to a greater extent (Hino et al., 2006, 2010; Pexman et al., 2004).

For homonyms, there is less semantic activation relative to polysemes and unambiguous
words due to competition and the lack of shared features between the meanings. However,
the semantic activation initially would not be different from that for unambiguous words.
This is because homonyms and unambiguous words lack the cooperating excitatory
connections from related senses that polysemes have. Furthermore, although there are more
features associated with homonyms, the meanings inhibit each other, leading to similar
activation levels as the unambiguous words. The Settling Dynamics Account proposes that
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the activation of both the contextually appropriate and inappropriate homonym meanings
will increase over the time course of processing, with greater inhibitory effects and
competition between the appropriate and inappropriate meanings leading to a disadvantage
in processing. The part of the activation curve just prior to the blend state is consistent
with the marginal disadvantages found for homonyms in lexical decision tasks (Armstrong
& Plaut, 2008, 2011; Rodd et al., 2002). During later processing and context-dependent
tasks, the semantic activation for the features associated with the appropriate meaning of
a homonym will increase as the semantic activation for the features associated with the
inappropriate meaning decreases. This part of the curve after the blend state corresponds
well with homonym disadvantages reported for semantic categorization (Hino et al.,

2006; 2010; Pexman et al., 2004), semantic decision tasks (Klein & Murphy, 2001), and
reading time (e.g., Binder & Rayner, 1998; Duffy et al., 1988; Sereno et al., 2006). This
recent account of ambiguity resolution provides a mechanistic explanation for the varying
phenomena observed in the semantic ambiguity literature and accounts for differences
between different types of ambiguous words. This account also has a temporal aspect that
allows one to make predictions for various points in processing as semantic activation
changes.

Discussion: representational issues

Although Klein and Murphy (2001) and Foraker and Murphy (2012) provide evidence that
polysemous words are processed similarly to homonyms, the majority of results discussed in
this review provided evidence that the polysemes are processed differently from homonyms.
Despite this, the question of how these words are represented in the mental lexicon remains.
In the literature, there seems to be little debate regarding how homonyms are represented
—there appears to be a consensus that homonym meanings are stored separately in the
mental lexicon. The logic behind this conclusion is that homonyms are two separate words
that happen by chance to have the same word form, and therefore they should not be

stored together. By contrast, polysemes often have shared etymological roots, so the senses
of polysemes are historically connected in meaning. This distinction is also represented

in dictionary definitions. But without formal training in etymology, humans are likely
unaware of such connections. Researchers suggest that the polysemy advantage found in
sense judgments and lexical decision tasks indicates that polysemous word senses are stored
together in the same lexical entry. However, this advantage could reflect early semantic
effects in processing. For example, PDP models would predict processing advantages for
polysemes via facilitatory connections between the semantically similar senses, which
homonym meanings lack.

An important aspect of the reviewed studies in that the theories of the representation of
ambiguous words are based on established meanings and senses and therefore assume a
static representation of the mental lexicon. However, new meanings and interpretations of
words can be learned or derived on the fly, which would alter the connection of the word
with its established meaning(s) and or senses (see, e.g., Srinivasan & Snedeker, 2011, for
an example of such learning in children). In adults, Rodd et al. (2012) demonstrated the
flexibility of mental representations of established word forms and meanings in a training
study. With five days of training, participants were able to induce ambiguity effects in
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lexical decision for words that were considered unambiguous prior to training. These studies
beg the question of how ambiguous word processing changes along with vocabulary and
conceptual knowledge. Examining these changes over time may provide more insight to the
understanding of ambiguous word representation and processing.

General discussion

Based on the studies reviewed here, it is clear that semantic ambiguity influences processing
across a wide range of tasks. Although semantically ambiguous words in general are
processed differently than unambiguous words, there is also compelling evidence that
different types of ambiguous words are processed differently than each other. Polysemes

in general appear to be processed with more ease than homonyms (e.g., Armstrong & Plaut,
2011; Frazier & Rayner, 1990; Klepousniotou, 2002; Klepousniotou et al., 2008; Rodd et
al., 2002). But, within the category of polysemes, different effects are also observed between
metonymous and metaphorical polysemes such that metonyms are processed more quickly
than metaphors (e.g., Frisson & Pickering, 2001; Klepousniotou, 2002; Klepousniotou et al.,
2008, 2012; see McElree et al., 2006, for evidence regarding different types of metonyms).
We have reviewed lines of research that focused on processing differences between different
types of ambiguous words. How do these results from various perspectives inform us about
a model of ambiguity resolution? What mechanism likely yields such varying results? We
first discuss how polysemes and homonyms differ and how semantic similarity between the
multiple senses and meanings affect the processing and representation of these words types.
We then discuss how experience-based models may be used to understand how ambiguous
words are learned, processed, and represented in the mind.

Based on prior assumptions and theories of how concepts are stored in the human mind,
more semantically related concepts are connected or linked more closely in the neural
network compared to less semantically related concepts (Collins & Loftus, 1975), which is
supported by the semantic priming literature (see Neely, 1991, for a review). Following that
assumption, the meanings or senses of a polyseme are likely to be more closely connected
than the meanings of a homonym. Regardless of how these words are represented, the
senses of polysemes would activate each other in the semantic network, but the meanings
of homonyms would be less likely to activate each other via spreading activation. However,
because the meanings and senses are also connected to a shared orthographic/phonological
form, the semantic relationship between the meanings or senses is more complicated than
for unambiguous words. There may be inhibition among the multiple meanings or even
facilitation via spreading of activation through the shared orthographic/phonological word
form. Polysemes and homonyms show facilitation when primed with a supporting context
compared to a neutral context, and this facilitation is greater when the context biases the
dominant meaning or sense of the ambiguous word. Facilitation for polysemes could be due
to the added semantic activation coming from the similar senses. Alternatively, facilitation
also could be due under-specification of meaning in the semantic code for polysemes

(e.g., Frisson & Pickering, 2001). It would be predicted that dominance would influence
processing of polysemes less than homonyms, due to the shared features among the multiple
senses (e.g., Frazier & Rayner, 1990).
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Recent studies have indeed found a reduced or null effect of dominance for polysemes (e.g.,
Klepousniotou et al., 2012), such that no differences were observed between dominant and
subordinate primes in behavioral and in the ERP record. Although Foraker and Murphy
(2012) did find a dominance effect for polysemes in their study, close to half of the
polysemes had semantic similarity ratings between the senses that were below 3.5 on a
7-point Likert-type scale with 1 representing “completely different” and 7 representing
“almost identical”, suggesting that their polysemes were more similar to homonyms. This
may have led to greater dominance effects. Foraker and Murphy, however, did find a
significant interaction between dominance and semantic similarity such that the readers
found it more difficult to process polysemes that had a highly dominant sense and highly
semantically similar alternative sense(s). Although it was their intent to include polysemes
with less semantically related senses, as discussed earlier, the type of polysemes tested (e.qg.,
metonyms vs. metaphors) can result in different outcomes. Thus, it would be predicted

that as the senses of polysemes become less semantically similar, the dominance effect

will become stronger. That is, ambiguous words with less semantically similar senses/
meanings would demonstrate a stronger dominance effect in processing than ambiguous
words with more semantically similar senses/meanings. With this in mind, we next discuss
how an instance-based approach may provide a greater understanding of semantic ambiguity
resolution.

Changes in meanings over time

When learning a language, each instance of an unambiguous word maps relatively
consistently from the orthographic and/or phonological level onto the semantic
representation in memory. This is not the case for the learning of ambiguous words.

Each experience with the ambiguous word could consistently map to a prior instance of
the word in which the semantic representation is the same or closely related, or could
inconsistently map to a prior instance in which a different semantic interpretation was
instantiated. Through this experience of learning inconsistent mappings between a word
form and multiple meanings/senses, the system develops a mechanism to deal with these
inconsistencies to maintain comprehension at the word, sentence, and discourse levels.
Previous research on homonym comprehension suggest that the system deals with these
inconsistencies by initially activating all the meanings of the ambiguous word and then
only maintaining activation of the appropriate meaning, or maintaining it to a higher level
than the inappropriate meaning (e.g., Onifer & Swinney, 1981). Although this may be an
accurate account for homonyms, this may not be the case for polysemes, because they can
have highly related senses. For these words, the system may activate an underspecified
representation of the polysemous word. Due to the greater overlap at the semantic level,
an underspecified representation would be sufficient, initially, for comprehension. And,
as context constrains the appropriate sense further, a more specified representation could
be generated and maintained (Ferreira, Bailey, & Ferraro, 2002; Frazier & Rayner, 1990;
Frisson & Pickering, 2001). Additionally, an initially underspecified representation may tax
the system less than activating each and every specific code for each and every sense of

a polyseme. Ambiguous words that fall in the middle of the continuum such as metaphors
may activate multiple meanings/senses that are less specified than the specific meanings
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of homonyms. Alternatively, polysemous senses may all correspond to a core meaning
(e.g., Nunberg, 1979), and that core meaning could provide enough activation to facilitate
recognition and the system would not require selection of a specific sense. It is difficult to
disentangle and test whether polyseme senses are connected to a core meaning or if they
share features. It is possible that a set of features that are shared across all senses of a
polysemous word could constitute a “core meaning.” Future research will need to be done
to develop methods to separate these constructs and to better understand polysemous word
representation and processing.

Because they can simulate learning, PDP models such as the Settling Dynamics Account
have the potential to account for how ambiguous word representation and processing
change with learning. Experience- or instance-based models can similarly explain how these
changes occur. Prior experience- or instance-based accounts posit that each encounter with
a stimulus such as a word forms a memory trace (Hintzman, 1986; see also Reichle &
Perfetti, 2003, for an instance-based model of morphological effects). The memory trace
corresponds to the retrieval and encoding process of the experience. Thus, each exposure to
a meaning or sense of an ambiguous word will form separate memory traces. Based on the
prior assumptions in the semantic memory literature, we make the following assumptions
and predictions. First, the level of semantic similarity between the multiple meanings of

an ambiguous word will influence the ease with which the new meanings are acquired

and retrieved, such that more semantically similar senses/meanings will be acquired and
retrieved more easily than less semantically similar senses/meanings. This is because
semantically related meanings will share several features and therefore will integrate more
easily into the semantic network. Second, the level of semantic similarity between the
multiple meanings of an ambiguous word will influence the semantic representation of the
ambiguous word, such that words with related senses will share more semantic features than
words with less related meanings. Third, meaning/sense frequencies will be established over
time and be updated with each new experience with the word, such that a more recently
encountered meaning/sense may become the dominant meaning/sense despite being a less
frequently encountered meaning/sense in general. Fourth, more frequently encountered
meanings/senses will be accessed more readily than less frequently encountered meanings/
senses. Fifth, meaning frequency will interact with the level of semantic similarity between
the multiple senses/meanings, such that meaning frequency will facilitate processing more
for ambiguous words with less semantically similar meanings/senses. To further explain
these predictions, we will discuss the differences in how polysemes and homonyms are
learned, and how experience influences processing of ambiguous words.

As a learner is exposed to the different meanings of a homonym, the connections

between the orthographic/phonological levels and each distinct semantic representation are
established. More frequently experienced meanings would establish stronger connections
from the form level to the specific semantic representation. Meaning frequencies can change
with experience such that the initially dominant meaning could become the subordinate
meaning. For example, the case or enclosure of a picture meaning of the word “frame” may
initially be dominant for an individual, but the bowling meaning of “frame” might become
dominant if the individual joins a bowling league. The learning of the multiple senses of a
polysemous word would develop in a manner similar to homonym meanings, but it may be
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easier to integrate a semantically similar sense than a semantically dissimilar meaning into
memory. In fact, Rodd et al. (2012) found that people learning new meanings for previously
unambiguous words remembered more associations for words that had semantically similar
meanings than words that had dissimilar meanings—possibly because they shared similar
associations with the old meanings. It would be easier to integrate new senses that contain
partially overlapping features with previously learned senses than it would be to learn new
senses that that do not overlap with the existing senses. New meanings for previously
known unambiguous words can also be established in real world settings, such as for the
word ‘Tweet’ (i.e., send a message on Twitter). Therefore, instantiating an experience-based
account would allow for a more dynamic explanation of semantic ambiguity resolution
through development. An experience-based account could also make predictions for various
levels of processing from word-level effects to discourse-level effects.

The activation for dominant versus subordinate meanings/senses may be fairly stable
overall; however, at various levels of comprehension (e.g., sentence vs. discourse), meaning
frequencies may be pushed in different directions. Providing ample context for the
subordinate meaning of a homonym within a specific setting (e.g., reading a novel) may
alter the meaning frequency or alternatively the influence frequency has on recognition, so
that the subordinate meaning is more readily available. One might imagine reading a fantasy
novel with knights and pages as the main characters. The word “page” in that context
would refer to the subordinate sense, a nobleman’s son training to become a knight. After
reading for a longer period of time, with the subordinate sense instantiated more frequently,
the system may activate the subordinate sense more strongly, thus switching dominance to
facilitate comprehension. Perhaps after the reader has set down the book and the reader
encounters the knight sense of “page” less and less frequently, the meaning frequencies will
return to the average prior state.

Recent research by Rodd, Lopez Cutrin, Kirsch, Millar, and Davis (2013) supports this
notion. Participants were more likely to generate associates for a primed meaning of a
homonymous word despite the fact that the primed meaning was often associated with the
subordinate sense. This study supports the idea that each encounter with the ambiguous
word meaning changes the word’s connection with each meaning, and that meaning
dominance is flexible. However, it has yet to be determined how this effect would apply

to polysemous word senses. We predict that polysemes would show a smaller dominance
effect than homonyms. Therefore, although priming of the subordinate sense may increase
activation of that specific sense, the unprimed senses share several features with the primed
sense, which may eliminate short- or long-term priming effects.

The instantiation of an experience- or instance-based model or a PDP model, in conjunction
with more recent evidence of the varying effects for different types of ambiguous words,
has the potential to provide a greater understanding of semantic ambiguity resolution. This
is because PDP and experience-based models that incorporate semantic similarity between
the senses/meanings of ambiguous words allow for more specific predictions to be made
for a wider range of ambiguous word types, and in a variety of situations from early word
learning experiences to the processing of established meaning representations.
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Conclusion

The past decade of research has advanced the understanding of ambiguity processing by
examining and making comparisons between different types of ambiguous words. We now
have a better understanding of the way different types of ambiguous words are processed
and the important role that meaning similarity plays in ambiguity resolution. It is likely that
early research that showed an ambiguous word advantage in processing actually reflected
an advantage for polysemous and not homonymous words. Future research should take
sense/meaning similarity into account, and consider this as a continuum rather than a
dichotomy so that the entire range of meaning similarity can be explored. It is also important
that ambiguity effects be examined across a range of tasks to explore the time course of
processing, both in terms of the way that processing unfolds over time within a given task,
and in terms of word learning with increased experience.

Acknowledgments

We thank Michael W. Dickey, Erik D. Reichle, Alba Tuninetti, and anonymous reviewers for their helpful
suggestions on earlier versions of this manuscript. CME was funded by NIH RO1 HD053639-01 Al and NT
was funded by NIH R01 HD075800 during the writing of this manuscript.

References

Adriaens, G, Small, SL, Cottrell, GW, Tanenhaus, MK. Lexical ambiguity resolution: perspectives
from psycholinguistics, neuropsychology, and artificial intelligence. San Mateo, CA: Morgan
Kaufmann Publishers; 1988.

Armstrong, BC. Doctor of Philosophy. Carnegie Mellon University; 2012. The Temporal dynamics of
word comprehension and response selection: Computational and behavioral studies.

Armstrong, BC; Plaut, DC. Settling dynamics in distributed networks explain task differences
in semantic ambiguity effects: Computational and behavioral evidence. Paper presented at the
Proceedings of the 30th Annual Conference of the Cognitive Science Society; 2008.

Armstrong, BC; Plaut, DC. Inducing homonymy effects via stimulus quality and (not) nonword
difficulty: Implications for models of semantic ambiguity and word recognition. Paper presented at
the Proceedings of the 33rd Annual Conference of the Cognitive Science Society; 2011.

Azuma T, Van Orden GC. 1997; Why SAFE Is Better Than FAST: The Relatedness of a Word’s
Meanings Affects Lexical Decision Times. Journal of Memory and Language. 36 (4) 484-504. DOI:
10.1006/jmla.1997.2502

Beretta A, Fiorentino R, Poeppel D. 2005; The effects of homonymy and polysemy on lexical access:
an MEG study. Cognitive Brain Research. 24 (1) 57-65. DOI: 10.1016/j.cogbrainres.2004.12.006
[PubMed: 15922158]

Binder KS, Rayner K. 1998; Contextual strength does not modulate the subordinate bias effect:
Evidence from eye fixations and self-paced reading. Psychonomic Bulletin & Review. 5 (2) 271-
276. DOI: 10.3758/BF03212950

Borowsky R, Masson MEJ. 1996; Semantic ambiguity effects in word identification. Journal of
Experimental Psychology: Learning, Memory, and Cognition. 22 (1) 63.

Brown SW. 2008; Polysemy and the mental lexicon. Colorado Research in Linguistics. 21: 1-12.

Burgess, C, Simpson, GB. Neuropsychology of lexical ambiguity resolution: The contribution of
divided visual field studies. In: Adriaens, G, Small, SL, Cottrell, GW, Tanenhaus, MK, editors.
Lexical ambiguity resolution: Perspectives from psycholinguistics, neuropsychology, and artificial
intelligence. San Mateo, CA: Morgan Kaufmann Publishers; 1988. 411-430.

Collins AM, Loftus EF. 1975; A spreading-activation theory of semantic processing. Psychological
Review. 82 (6) 407-428. DOI: 10.1037/0033-295X.82.6.407

Psychon Bull Rev. Author manuscript; available in PMC 2016 November 18.



1duosnuen Joyiny 1duosnuey Joyiny 1duosnue Joyiny

1duosnuen Joyiny

Eddington and Tokowicz Page 29

Degani T, Tokowicz N. 2010; Semantic ambiguity within and across languages: an
integrative review. Quarterly Journal of Experimental Psychology. 63 (7) 1266-1303. DOI:
10.1080/17470210903377372

Duffy SA, Morris RK, Rayner K. 1988; Lexical ambiguity and fixation times in reading. Journal of
Memory and Language. 27: 429-446.

Duffy, SA, Kambe, G, Rayner, K. The effect of prior disambiguating context on the comprehension of
ambiguous words: Evidence from eye movements. In: Gorfein, DS, editor. On the consequences
of meaning selection: Perspectives on resolving lexical ambiguity. Washington, DC: American
Psychological Association; 2001. 27-43.

Ferreira F, Bailey KGD, Ferraro V. 2002; Good-enough representations in language comprehension.
Current Directions in Psychological Science. 11 (1) 11-15.

Foraker S, Murphy GL. 2012; Polysemy in sentence comprehension: Effects of meaning dominance.
Journal of Memory and Language. 67 (4) 407-425. DOI: 10.1016/j.jml.2012.07.010 [PubMed:
23185103]

Frazier L, Rayner K. 1990; Taking on semantic commitments: Processing multiple meanings
vs. multiple senses. Journal of Memory and Language. 29 (2) 181-200. DOI:
10.1016/0749-596X(90)90071-7

Frisson S, Pickering MJ. 2001; Obtaining a figurative interpretation of a word: Support for
underspecification. Metaphor and Symbol. 16 (3—-4) 149-171.

Gorfein, DS. Resolving semantic ambiguity. New York: Springer-Verlag; 1989.

Gorfein, DS. On the consequences of meaning selection: perspectives on resolving lexical ambiguity.
Washington, DC: American Psychological Association; 2001.

Hargreaves IS, Pexman PM, Pittman DJ, Goodyear BG. 2011; Tolerating ambiguity: Ambiguous
words recruit the left inferior frontal gyrus in absence of a behavioral effect. Experimental
Psychology. 58: 19-30. [PubMed: 20382629]

Hino Y, Lupker SJ. 1996; Effects of polysemy in lexical decision and naming: An alternative to
lexical access accounts. Journal of Experimental Psychology: Human Perception and Performance;
Journal of Experimental Psychology: Human Perception and Performance. 22 (6) 1331.

Hino Y, Lupker SJ, Pexman PM. 2002; Ambiguity and synonymy effects in lexical decision, naming,
and semantic categorization tasks: Interactions between orthography, phonology, and semantics.
Journal of Experimental Psychology: Learning, Memory, and Cognition. 28 (4) 686—713. DOI:
10.1037//0278-7393.28.4.686 [PubMed: 12109762]

Hino Y, Pexman PM, Lupker SJ. 2006; Ambiguity and relatedness effects in semantic tasks: Are
they due to semantic coding? Journal of Memory and Language. 55 (2) 247-273. DOI: 10.1016/
j.jml.2006.04.001

Hino Y, Kusunose Y, Lupker SJ. 2010; The relatedness-of-meaning effect for ambiguous words
in lexical-decision tasks: when does relatedness matter? Canadian Journal of Experimental
Psychology. 64 (3) 180-196. DOI: 10.1037/a0020475 [PubMed: 20873915]

Hintzman DL. 1986; “Schema Abstraction” in a Multiple-Trace Memory Model. Psychological
Review. 93 (4) 411-428. DOI: 10.1037/0033-295X.93.4.411

Hogaboam TW, Perfetti CA. 1975; Lexical ambiguity and sentence comprehension. Journal of Verbal
Learning and Verbal Behavior. 14: 265-274.

Klein DE, Murphy GL. 2001; The Representation of polysemous words. Journal of Memory and
Language. 45 (2) 259-282. DOI: 10.1006/jmla.2001.2779

Klepousniotou E. 2002; The processing of lexical ambiguity: homonymy and polysemy in the
mental lexicon. Brain and Language. 81 (1-3) 205-223. DOI: 10.1006/brIn.2001.2518 [PubMed:
12081393]

Klepousniotou E, Baum SR. 2007; Disambiguating the ambiguity advantage effect in word
recognition: An advantage for polysemous but not homonymous words. Journal of
Neurolinguistics. 20 (1) 1-24. DOI: 10.1016/j.jneuroling.2006.02.001

Klepousniotou E, Titone D, Romero C. 2008; Making sense of word senses: the comprehension of
polysemy depends on sense overlap. Journal of Experimental Psychology: Learning, Memory, and
Cognition. 34 (6) 1534-1543. DOI: 10.1037/a0013012 [PubMed: 18980412]

Psychon Bull Rev. Author manuscript; available in PMC 2016 November 18.



1duosnuen Joyiny 1duosnuey Joyiny 1duosnue Joyiny

1duosnuen Joyiny

Eddington and Tokowicz Page 30

Klepousniotou E, Pike GB, Steinhauer K, Gracco V. 2012; Not all ambiguous words are created equal:
An EEG investigation of homonymy and polysemy. Brain and Language. 123 (1) 11-21. DOI:
10.1016/j.bandl.2012.06.007 [PubMed: 22819308]

Langacker, RW. Foundations of cognitive grammar. Vol. 1 & 2. Stanford, CA: Stanford University
Press; 1987.

Lee C, Federmeier KD. 2009; Wave-ering: An ERP study of syntactic and semantic context effects on
ambiguity resolution for noun/verb homographs. Journal of Memory and Language. 61: 538-555.
[PubMed: 20161361]

Lin CJ, Ahrens K. 2010; Ambiguity advantage revisited: two meanings are better than one when
accessing Chinese nouns. Journal of Psycholinguistic Research. 39 (1) 1-19. DOI: 10.1007/
$10936-009-9120-8 [PubMed: 19582583]

Martin C, Vu H, Kellas G, Metcalf K. 1999; Strength of discourse context as a determinant of the
subordinate bias effect. The Quarterly Journal of Experimental Psychology Section A: Human
Experimental Psychology. 52A (4) 813-839.

McElree B, Frisson S, Pickering MJ. 2006; Deferred interpretations: Why starting Dickens is taxing
but reading Dickens isn’t. Cognitive Science. 30 (1) 181-192. [PubMed: 21702813]

McLaughlin J, Osterhout L, Kim A. 2004; Neural correlates of second-language word meaning:
Minimal instruction produces rapid change. Nature Neuroscience. 7: 703—-704. [PubMed:
15195094]

Mirman D, Strauss T, Dixon J, Magnuson J. 2010; Effect of representational distance between
meanings on recognition of ambiguous spoken words. Cognitive Science. 34: 161-173.

Neely, JH. Semantic priming effects in visual word recognition: A selective review of current findings
and theories. In: Humphreys, DBGW, editor. Basic processes in reading: Visual word recognition.
Hillsdale, NJ, England: Lawrence Erlbaum Associates, Inc; 1991. 264-336.

Nunberg G. 1979; The Non-uniqueness of semantic solutions: Polysemy. Linguistics and Philosophy. 3
(2) 143-184.

Onifer W, Swinney DA. 1981; Accessing lexical ambiguities during sentence comprehension: effects
of frequency of meaning and contextual bias. Memory & Cognition. 9: 225-236.

Pexman PM, Lupker SJ. 1999; Ambiguity and visual word recognition: can feedback explain both
homophone and polysemy effects? Canadian Journal of Experimental Psychology. 53 (4) 323-334.
DOI: 10.1037/h0087320 [PubMed: 10646204]

Pexman PM, Hino Y, Lupker SJ. 2004; Semantic ambiguity and the process of generating meaning
from print. Journal of Experimental Psychology: Learning, Memory, and Cognition. 30 (6) 1252—
1270. DOI: 10.1037/0278-7393.30.6.1252 [PubMed: 15521802]

Pustejovsky, J. The Generative Lexicon. Cambridge, MA: MIT Press; 1995.

Pylkkénen L, Llina R, Murphy GL. 2006; The Representation of Polysemy: MEG Evidence.

Journal of Cognitive Neuroscience. 18 (1) 97-109. DOI: 10.1162/089892906775250003 [PubMed:
16417686]

Rabagliati H, Snedeker J. 2013; The truth about chickens and bats: Ambiguity avoidance distinguishes
types of polysemy. Psychological Science. 24 (7) 1356-1360. DOI: 10.1177/0956797612472205

Reichle ED, Perfetti CA. 2003; Morphology in Word Identification: A Word-Experience Model that
Accounts for Morpheme Frequency Effects. Scientific Studies of Reading. 7 (3) 219-237. DOI:
10.1207/S1532799XSSR0703_2

Rodd J, Gaskell G, Marslen-Wilson W. 2002; Making Sense of Semantic Ambiguity: Semantic
Competition in Lexical Access. Journal of Memory and Language. 46 (2) 245-266. DOI: 10.1006/
jmla.2001.2810

Rodd J, Gaskell G, Marslen-Wilson W. 2004; Modeling the effects of semantic ambiguity in word
recognition. Cognitive Science. 28 (1) 89-104. DOI: 10.1016/j.cogsci.2003.08.002

Rodd JM, Longe OA, Randall B, Tyler LK. 2010; The functional organization of the fronto-temporal
language system: evidence from syntactic and semantic ambiguity. Neuropsychologia. 48: 1324—
35. [PubMed: 20038434]

Rodd JM, Berriman R, Landau M, Lee T, Ho C, Gaskell MG, et al. 2012; Learning new meanings
for old words: effects of semantic relatedness. Memory & Cognition. 40 (7) 1095-1108. DOI:
10.3758/513421-012-0209-1 [PubMed: 22614728]

Psychon Bull Rev. Author manuscript; available in PMC 2016 November 18.



1duosnuepy Joyiny 1duosnuely Joyiny 1duosnue Joyiny

1duosnuen Joyiny

Eddington and Tokowicz Page 31

Rodd JM, Lopez Cutrin B, Kirsch H, Millar A, Davis MH. 2013; Long-term priming of the
meanings of ambiguous words. Journal of Memory and Language. 68 (2) 180-198. DOI: 10.1016/
j.jm1.2012.08.002

Sereno SC, O’Donnell PJ, Rayner K. 2006; Eye movements and lexical ambiguity resolution:
Investigating the subordinate-bias effect. Journal of Experimental Psychology: Human Perception
and Performance. 32 (2) 335. [PubMed: 16634674]

Simpson GB. 1981; Meaning dominance and semantic context in the processing of lexical ambiguity.
Journal of Verbal Learning and Verbal Behavior. 20: 120-136.

Simpson GB. 1984; Lexical ambiguity and its role in models of word recognition. Psychological
Bulletin. 96 (2) 316-340. DOI: 10.1037/0033-2909.96.2.316 [PubMed: 6385046]

Simpson GB. 1994; Context and the processing of ambiguous words. Handbook of psycholinguistics.
22: 359-374.

Srinivasan M, Snedeker J. 2011; Judging a book by its cover and its contents: the representation of
polysemous and homophonous meanings in four-year-old children. Cognitive Psychology. 62 (4)
245-272. DOI: 10.1016/j.cogpsych.2011.03.002 [PubMed: 21530473]

Vu H, Kellas G, Paul ST. 1998; Sources of sentence constraint on lexical ambiguity resolution.
Memory & Cognition. 26: 979-1001. [PubMed: 9796231]

Psychon Bull Rev. Author manuscript; available in PMC 2016 November 18.



1duosnuepy Joyiny 1duosnuely Joyiny 1duosnue Joyiny

1duosnue Joyiny

Eddington and Tokowicz

0 500 1000 1500 2000

Fig. 1.

Page 32

Unambiguous Many Senses
Unambiguous Few Senses
Ambiguous Many Senses
Ambiguous Few Senses
Nonwords

Activation of semantic units during settling (adapted from Rodd et al., 2004)

Psychon Bull Rev. Author manuscript; available in PMC 2016 November 18.



1duosnuepy Joyiny 1duosnuely Joyiny 1duosnue Joyiny

1duosnuely Joyiny

Eddington and Tokowicz

Blend State

= = = = Polysemous (appropriate)

+ ¢+ <+ Polysemous (inappropriate)
Unambiguous

semmemens HOMONYMoOUS (appropriate)
=== ==Homonymous (inappropriate)

f(semantic activation)

Page 33

Time

Fig. 2.
Settling Dynamics Account of Semantic Ambiguity (Armstrong, 2012)

Psychon Bull Rev. Author manuscript; available in PMC 2016 November 18.



Page 34

Eddington and Tokowicz

e sem a1y} (suoissalbal “Ha)

sawn  sainseaw ssed -puodas 104 "UOIIPUOD € uswadx3
Buipesy IX]U0J [eJINdU By} Ul SasUas ys1buz (2102) Aydiniy
V/N  @reulplogns Joj sawi Buipeas Jabuo Z uaBwadx3 se awes ybiH u1 Bupjoes-aA3 Areuonoig n'd pue Jaxeio4
"3sUas aleuIplogns ay} ueyl
3sUaS JueUILOP 8y} 0} papuodsaliod Z Wawiiadxgy
11 uaym uoiBal BunenBiquiesip ayy 'S31IEPUNOQ dJUSIUSS B} PAAOWIA ys116ug ui ‘(2102) Aydiniy
120T-22S peal 0} Jaise) a1am siuedidiied Aay3 Ing ‘T awiadxg se awes ybiH  Buipeas paded-jjas Ateuonaiq n'd pue Jaxeio4
“IX81U0D [eJINaU B IO 3SUdS
87eUIPJOQNS B} ‘9SUBS JUBUILIOP
3y} 01 pare[al 1ey} adUaIUaS © peal
s109[gns Jayye plom snowasAjod e
'asuas JO 95U8S 8JeUIPIOYNS JO JUBUIWOP T uswiiadx3
£80€ JUBUILIOP Y} paselq ey} Saoualuas 3y} 01 pare[al 1ey} S8oUdIUAS ys1jbu3 ui ‘(z102) Ayduiniy
-T6VT peal 0} Jaise) alam syuedioied  [ea1I0 o sawi Buipeal pasedwo) ybiH  Buipeas pased-jjes Areuonoiq n'd pue Jaxeio-
"SQUaA patejal Afjuelsip aiow "asuas/Bulueaw JuslSISUOdUI
Jano afieyuenpe | Y pue Aoenage ue 3y} Jo asuas/Bulueaw JualSISUOD
PaMmoys SgJan snowasAjod ‘sasuodsal 31 PauILII0d SgJaA snonbiquie
81eJNJJR 1SB3| PUR 1SAMOIS 3Y} PaplaIA Buiurejuod saseqyd omi sy "sguen
abejuenpesip saselyd gJan WAUOWOH ‘q4an asuas  snowasAjod pue ‘sqian snonbBiqure
wAuowoy JUBJBYIP B "SA 3SUSS aLLIeS ay} ‘sgaA snonBigureun paureiuod
pue abejuenpe 90vT pey saseayd ayy usym ajeindde Teys saseayd gJan Jo sired uo ys1jbuz
AwasAjod —9G0T alo0w pue J3)se} atom suedidied  syuswbpnl asuas apew syuedionied ybiH Ul asuasuou/asuUS N‘H'd (8002) umoig
‘spiom
snowAuowoy 031 pasedwod spiom
snowasAjod 1o} sarouale] 0GEIN Mead
abejuenpesip UBaW Ja1|Jes a1aM 813y} 1eyl pamoys “Jusuodwod OSEIN
wAuowoy s)nsal 9N YL 1Y [eJolAeYsq By} paulwexa Asy (g Juswiadx3 ys1jbuz
pue abejuenpe ayp ul abejueApesip WAUOWOY e pue ‘2002) [ 18 ppoy Wouy 1jnwins U1 uoIsIoap
AwasAjod 8y9-TT9 abejuenpe AwssAjod e punoy Aay L awes ay) Buisn Apnis 93N MO 1e21X3] [ensIA Areuonoiq N‘H'd  (5002) ‘Ie 10 enaleg
abejuenpe AwasAjod Juealyiubis
pue abejueapesip wAuowoy Jeuiblew
abeiuenpesip © pap|alA spJom-uou Ases ay} (asenuod ybiy
wAuowoy yum Afenb snjnwins Mo ‘1sesyuod moj) Alljenb sninwins pue ys1jbug
pue abejuenpe ‘abejuenpe AwasAjod e pap|alA (spJom-uou pley ‘wnipaw ‘Ases) ul uoIsIdap Areuonoip (TT02) 1N*|d
AwasAjod 6T/-81S uonendiuew pJom-uou 3NJILIP 8yl Anaiip piom-uou pajendiuein wnipa 1e21X3] [ensIA pueswioN N‘H'd pue Buosswiy
"SUOIIIPUOI pJeY pUE B|pPpPIW
3y} ul spiom snonbigureun ey} "UOIIIPUOD PIOM-UOU piey
AImols asow Ajeurbrew o) papuodsal pUB UOIIIPUOI PIOM-UOU WNIpaW
abejuenpesip 9J9M SWAUOWOH "UOIIPUOI 3|ppIW ‘UOINPUOD PIOM-UOU ASes Ue pey
wAuowoy pue Asea ay} ul spJom snonbiqueun  Asy ‘Buisssdo.d dnuewss sdueyua ysiibug
pue abejuenpe pue swAuowoy uey} Jaisey 03 Aouanbaly welbiq Buiseasour Aq u1 uoIsI9ap (8002) 1ne|d
AwasAjod G2/-S65 0} papuodsas a1am sawasA|od Anayyip pJom-uou pajejndiuey wnipaiN [e91X3] [ensIA Aeuondld N‘H'd pue Buosnswuy
Wowebebua
1940 dluewss uoleolyisse
AunBiquy 1 sBuipuig SOl1090S j0 P abenbue|/xse pIOM  SPIOM Apnis
S31PNIS PIMBINGY JO Alewwins
T 3lqelL

Author Manuscript

Author Manuscript

Author Manuscript

Author Manuscript

available in PMC 2016 November 18.

Psychon Bull Rev. Author manuscript



Page 35

Eddington and Tokowicz

35UaS BWES 3Y} Ul SPJOM 310w
paj|eoas syuedionted pue uonIpUod

awes ayy Jo Jaded Buiddeim,, se
yons aseyd mau e Ul PIOM puodas

Ajuo 3SUaS 1UBJaYIP JO ASUSS ales ay} ay paipnis pey Asuy 41 |[edal 01 1
Koeanooe UeY) UoNIPUOD aseyd awes ay) ul payse alam pue ,Jaded [eiaqi|,, Se ysiibuz wewuadx3 (T002)
V/IN SpJom alow 8y} pajjesas syuedidnied yons saseayd paipnis sjuedidned ybiH ul uoniuboday Areuonoiq d Aydinin pue uigpy
Z Wawiadx3 ul punojuod
SSaupaje|al SAOWAJ 0} SPAOM-UOU asaueder
abejuenpe 'spJom snonbiguieun uey) Jaise} se pasn sbulueaw pajejaiun pue U1 uoIsIoap € Juswiadx3
Aunbiquy ¥¥8-/¥S 01 papuodsal aiam spiom snonbiquiy palejal yim siaioeseyd 1fueyy Mo [e21X3] [ensIA SWiON N'‘H'd ‘(0T02) "[e 18 OUIH
‘spJom snonBiqweun asaueder
abejuenpe pue SNowAUOWOY ey} J3ISe}. 0} Buissado.d onuewas adueyUS 0} U1 uoIsIoap Z Wwawadx3
AwasAjod ¥99-vS papuodsal a1am SPIOM SNOWASA|Od  SPIOM-UOU Se pasn Siajoeseyd Ifuedy Mo [e21X3] [ensIA SWiON N'‘H'd ‘(0T02) "[e 18 OUIH
asaueder
abejuenpe 'spJom snonbiguieun uey) Jaise} SpJom U1 uoIsIoap T uswadx3
Aunbiquy €19-/€G 01 papuodsal a1am spIom snonbiquiy -uou se spJom asaueder euesered| Mo [e21X3] [ensIA SWION YN ‘(0T02) "[e 18 OUIH
"SpIOM snowAuowoy
ueyl Apjoinb aiow 0y papuodsal
913M SPIOM SNOWASA|0d "SPJOM asaueder
abejuenpe snonBigureun ueyy A|Mmols alow 0} ‘A1oBaed  qol,, sy 01 pabuojaq u1 uoneziiobares G uawiiadx3
AwasAjod 899-9€9 papuodsal a1am spiom snonbiquiy pJom e J1 pap1aap siuedidiied ybiH J1JUBWAS SWION N'‘H'd ‘(9002) ‘[e 18 ouIH
‘K10631e9 , 81qR19608A asaueder
‘punoy sem abejueape AwasAjod e Jou 10 Jewiue,, 8y} 01 pabuojaq u1 uoneziiobayes ¥ Juawiiadx3
aUON G9G-2¥S abejueapesip Aunbique ue JaynaN piom e J1 pap1oap sjuedidiued ybiH J1UBWAS SWION N‘H'd ‘(9002) "Ie 18 ouIH
‘A1oBa1ed moseu
® PaJapIsuod sem sty ‘Aiobajed asaueder
‘punoy sem abejueape AwasAjod e Jou 21qe1sban,, ayy 01 pabuojaq u1 uoireziiohaled € Juswiadx3y
3UON £85-795 abejuenpesip AunBiqure ue JayusN piom e 41 pap1osp siuedioned ubiH Uewss SWION N'Hd ‘(9002) "[e 30 oUIH
‘SPJOM snowAuowoy uey} Ajareinaoe
pue Apjainb aiow 03 papuodsal
913M SPIOM SNOWaASA|0d "SPJOM asaueder
abejuenpe snonBigureun ueyy A|Mmols alow 0} ‘A10Ba1ed aA11e,, ay) 01 pabuojaq u1 uoneziiobares 2 Wawiiadx3
AwasAjod 89/-G99 papuodsal a1am spiom snonbiquiy pJom e J1 pap1aap siuedidiied ybiH J1JUBWAS SWION N‘H'd ‘(9002) ‘[e 18 ouIH
"SpJoMm snonBigureun pue SpIom
snowAuowoy yym spiom snowsasAjod
U33MIaQ 8UIIBYIP OU SeM 313y} INg
abejuenpe spiom snonBiguieun uey) Jalse} 01 splom asaueder T Wawiadx3
AnBiguy ¥T9-8€S papuodsal a1am spiom snonbiquiy -Uuou Se spJom asaueder euexeey] MOT Ul UOISIIBP [BIIX3T] SWION N‘H'd ‘(9002) ‘[e 18 OUIH
'SPIOM ysnbuz
abeiuenpesip snonBiquieun uey) A|mo|s alow 0} ‘A10631e9 , 8A1fe,, U1 0] pabuojaq u1 uonreziiobaled Z Wawiiadxgy
AnBiguy 1€1-10L papuodsal a1am spiom snonbiquiy pJom e J1 papIdap siuedioned ybiH JnueWaS SWLION v ‘N ‘(2002) ‘[e 18 OUIH
"3SUaS 81eulpIogns ay} paselq uoibal
BurrenBiquiesip ayy usym usyo aiow
90U3IUBS 8y} peaJas syuedioned Jeyy
4ons adueuIwWop JO 19a)4a [eulbrew
Juswebebus
1949 oluewss uolyedljisse
AunBigwy 1 sBulpuiq SO110903 jo P abenbue|/xseL pIOM  SpJoM Apnis

Author Manuscript

Author Manuscript

Author Manuscript

Author Manuscript

available in PMC 2016 November 18.

Psychon Bull Rev. Author manuscript



Page 36

Eddington and Tokowicz

'sasuas Buiddejsano moj
0] 81eJapow Yim spiom snonbiquie
uey sasuas Buiddepsano Ajybiy yum

'sasuas Buiddejsano

wnipaw ‘sasuas Buiddesano ybiy
‘sasuas Buiddejsano moj yim
spJom snonBiquie paulwexs Asy
‘3Ul| Yue|q e JO pesisul Sys1Ialse
10 3Ul| B Pasn 1X3juod [einaN

abeiuenpe sired piom snowasAjod 01 syuswbpnl '€ pue g syuswiiadx3 (T002) ys1buz (8002)
AwasA|od /€6—89/  9SUdS e 0) J3)se} a1am syuedidnled Aydinin pue uia)y se awes ybiH Ul asUASUOU/3SUS N‘H'd Ie 18 nojolusnoda|
sa|diound
‘spJom snonBigureun ansinBull uo
pue ‘snowAuowoy ‘snowasAjod spJom ys1ibug paseq palda|as 2 Wawiiadx3
abejuenpe [eauoydelaw Uey) Jalse} 0} papuodsal  -uou ajgeadunouoid pue spiom-uou U1 uoIsIoap ‘swiou ‘(2002) wneg
AwasAjod 99G-TPS  24am spiom snowasAjod SnowAUOIBN snowAuolaw pue [eatioydels|n Mo [e21X3] [ensIA paysiland N ‘H'd pue nojolusnoda| >
sajdiound
onsinbui| uo
‘spJom snonBigureun pue splom ysiibug  paseq pards|es T Wawadx3
abejuenpe swAuowoy uey) | ¥ Jaisey papjalA  -uou ajqesounouoid pue SpIoMm-uou u1 uoIs19ap pue swiou ‘(2002) wneg
AwasAjod ¥20T-806 spJom snowssA|od o sadAl yiog snowAuolaw pue [earioydelsin MO [ea1xa] Aloypny paysilgnd N ‘H'd pue nojoiusnoda|
‘spJom snowAuowoy sa|diound
3y} ueyl (pooy UaxdIYd/ eI ‘swAuowoy ansinBuill uo
uaxa1yd “ha) spJom snowAuolow pue ‘awreu ‘sioydelsw ‘swAuolsw ysnbug paseq pajda|as
abeiuenpe 3y} 4oy} 1098 Burwiid 1abie| e pey Buipnjoui spiom snonBique ul uoiIsIoap ‘swou (z002)
AwasAjod ¥€9-T1S pue Jaise} papuodsal suedioned 10 sadA1 Juaiagyip paulwex3 wnipsy 1e2IX3] pawild paystignd H'd nojolusnodaj
"U9aMIaq Ul [|3} UORIPUOD
|eJINau ‘UORIPUOI JUBISISUOIUL 3Y)  *(BUI| XUe|Q) aSUaS [elInau o asuas
10} Sasuodsal 81eIndJe ISes| PUB  JUSIBHIP ‘BWeS ay} 0} papuodsaliod S
1S3MOJS ‘UOIIPUOD JUBISISUOD Y} 10} ey} spiom o sired uo ysijbuz wswuadx3 ‘(T002)
8£6-2€8 sasuodsal ayenage 1SoW pue 1salse awbpnl asuas apew syuedidnled ybiH Ul asuasUOU/aSUAS Aeuondld N'‘H'd Aydiniy pue utary
‘Pappalys
's1o9lgns pawiid aney Aew Buiddeim ‘yaded
Aq sisAJeue ay} ui siaiyipow awasAjod pappaJys pue Jaded Buiddeim ¥
uey) A[91eInde aIow pue Ia)se} 0} sasesyd ‘pJom BuiAyipow ayy 0} ys1jbug wswnadx3 (1002)
€6G-G9S  papuodsal aJam SIBIJIPOW WAUOWOH  anp aJaMm S)0aya Jayiaym paiojdx3 MOT Ul UOISIJap [BoIXaT] Aeuondld N‘H'd Aydiniy pue uis|y
‘swAuowoy
pue sawasAjod 10y JejiIs Sem 108y 1811 Snjnwins ay} 03
Aoud)sISU0d ay} Jo 8zis ayL 'siired  SWAUOWOY PapPY "asuas Juaiap
9SUaS-1Ua)SISU0dUI ey Ajareinage 10 awes ay} 0] papuodsaliod €
3J0W pue J3)se} 01 papuodsal ey spJom 4o sited uo ys1jbug wswadx3 (1002)
0S8-Vv.. 81aMm sasesyd asuas-1usisIsuo) JuawBpnl asuas apew siuedidiied ybiH Ul asudsUOU/aSUSS Areuondid N'‘H'd Aydinin pue uigpy
‘sired "asuas JualayIp
95UdS-1UB)ISISUOJUI Uy A[areindde 10 awes sy} 0} papuodsaliod 2z
3I0W pue I3)Se} 0} papuodsal eyl spJom Jo sired uo ysnbug yswiadx3 (T002)
6G8-26. alam sasesyd asuas-1uaIsIsuo) JuawBpnl asuas apew syuedioiied ybiH U1 asuasuou/asuUS Areuondild N'‘H'd Aydunin pue uigpy
‘uoIIpuod *3SUdS JUBJBYIP 10 BWIES ay}
3SUBS JUBJAYIP 8Y} Ul UBY} UORIPUOD 0] papuodsaliod saselyd “asesyd
Juswebebus
194 dluewss uolrealyissep
AunBigwy 1 sBulpuiq SO110903 jo P abenbue|/xseL pIOM  SpJoM Apnis

Author Manuscript

Author Manuscript

Author Manuscript

Author Manuscript

available in PMC 2016 November 18.

Psychon Bull Rev. Author manuscript



Page 37

Eddington and Tokowicz

‘sired

parejalun ueyy sired snowAuowoy
pale|al 10} SaI0UBYR| OGEIN Mead ueaw
Jale] punoy Ing ‘sired pajejaiun ueyy
sited snowasAjod paje|al J0} SaIOUdE|
0SEIN dead ueaw JaljJea pajesnsl
synsal 93N *(¢ ewiiedx3 ‘T002)
Aydin|\| pue uig] Se s}nsal awes

‘pauILexa Sem Jusuodwod

OGEIN 9SUaS JUaIaYIp 10 awies
3y} 0} papu0dsa.iod Jey} SPIOM JO
sired uo syuawbpnl asuas apew

us1|bus

(9002)

G9/-099 aU] pajeanal elep |eJolIARYa( Ay L siuedionued Apnis 93| ue uj ybiH Ul asuasuou/asuUS Areuonoiq N‘H'd ‘e 18 uaueIAd
*S|el} pajejaiun sy} uo jou Ing sjeL
pale|al 8y} uo punoy sem abejuenpe
AwasAjod v "s|eLi} pajejaiun uo jou asaueder S
abejuenpe 1NQ S[el) pajejal uo Ajuo punoy ur uawbpnl wswadx3 ‘(+002)
AwasAjod 8Y7/—€¥9 sem abejueapesip Anbiqwe uy ybiH ssaupale|oy SWION N‘H'd ‘[e 18 UewXxad
'spJom snonBiquweun asaueder ¥
abejuenpe uey ApjoInb alow 03 papuodsas a1em spiom ul uoIs19ap wswadx3 ‘(+002)
Aunbiquy 8/G-/¥S  SpJOMm SnowAuowoy pue snowask|od -uou se spJom asaueder euesered Mo [e91X3] [ensIA SWiON N‘H'd ‘e 18 UeWXad
"3sUas aeulplogns
"95U8s ayeuIpIogns 83U} UM J[BY PUB 3SUSS Jueuiwop
10 JuBUIWOP S 0] pale|al piom e 3U1 YHM SPIOM 3y} JO J[ey paited
UIM palted Sem pIOM U} Jaylaym A8y "spJom pajejaiun yim jjey ys1buz €
10 ssa|pJefal ‘sjeLiy pajejaiun ay} uo pue spJom pajejal yum palred ur uawbpnl wswadx3 ‘(+002)
296-218 punoy afejueapesip Ainbigue oN 9J3M SPIOM [BD11140 B} JO J|eH ybiH ssaupale|ay SWION v'n ‘e 18 UeWXad
's|eLs) paje|al 1o} AJUO punoy sem |y
pue sBuiueaw JO ssaupaje|as Usamiaq
uolre[a1102 anIlsod v “S[ety pajejaiun
UO 10U Ing S|els} pale|al ay} uo SpIom "SPIOM palejalun yim ys1jbug z
abejuenpe snonBiguweun ueyl A|MO|S 2J0W 03 4By pue SpJom pare|as Yim paired ur uawbpnl wswadx3 ‘(+002)
AwasAjod 096-0.. papuodsal a1am spiom snonBiquiy 8J3M SPIOM [B211140 B} JO J|eH ybiH ssaupale|ay SWION v'n ‘e 18 UeWXad
*UOISID9P [eaIXa] Ul abejuenpe
Spiom 13 0u pamoys spJom snonBiquie SpJom
Aouanbaiy moj Aouanbaly ybiH ‘spiom snonbiqureun -uou a|geaosunouoid pue SpIOM ys1buz 1
J1o} abejuenpe uey) Ja1sey 0} papuodsal alam snonBiquweun pue snonBique ul uoisIoap Juswadx3 (y002)
AnBiguy 609-TTS splom snonBiquie Aouanbaly mo Aouanbaiy moj pue ybiH MO [e2IX3] [ensIA SWLION v ‘N ‘|8 18 UewXxad
asaulyD uLepueln|
abejuenpe 'spJom snonBiqueun ueyy spJom snonBiquwie snowAuowoy ul uoisIoap (0T02)
AunbBiquy 1/G-6¥G  J8ISe} 0} papuodsal a1am SWAUOWOH pue spiom [earioydels|y MO [e91X3] [ensIA SWION n‘H SUBIYY pue Ul
'$]0J3U09 pajejaJun uey) sawasAjod
|ea1wAuolaW pue swAuowoy
pasueleq Jo sawiid Jueuiwop
pue 8eUIpIOgNS 104 UOINPal sa|diound
00¥N Jabue “sawid syeuipiogns ansinbui| uo
Msel UBY} SWAUOWOY padsuefequn Jo "SPJOM SnowAuowoy paduejequn ysiibug  paseq palds|es
pakelaq sawid Jueulwop 1oy (1088 pue paduejeq pue snowAuolow ul uoIsIdap ‘swou (zT02)
VIN Buiwnd) uononpai OYN Jeresio ‘leorioydersiyl “Apnis 443 ubIH [ed1x8] pawlid paystiqnd N‘Hd  °|e 18 nojolusnoda)
Juewisbebus
194 dluewss uolrealyissep
AnBiguy 14 sBuipuiy soyeds jo preT sbenbuel/ysel PIOM  SPJOM Apmis

Author Manuscript

Author Manuscript

Author Manuscript

Author Manuscript

available in PMC 2016 November 18.

Psychon Bull Rev. Author manuscript



Page 38

Eddington and Tokowicz

snonbBique 7 ‘snonBiqueun /7 ‘snowAuowoy A ‘snowsasAjod o

"SPJOM paje|aiun paulel} Uey} SpIom

pale|al paurel) uo SuoIsIdAP [eIIXa|
Jaise} apew sjuedidied ‘z pue T "dx3
u1 uey Ageinaae [jedas Jaybiy paplaihk

Burures paseq
J1uBWaS pue a1jdxa Buisn spJom

ysti6uzg

abejuenpe SpoyaW paseq dnuewss pue 1dldxa  snonbBigureun umou Ajsnoiaald o3 Ul UOISIOap [BIX3] € uswadx3
AwasAjod G09-09S pasn rey) Buluresy Areingeson syl sBuluesw mau syuedionted paurel ) MO |ensIA pue |[edsy VIN N‘Hd {(2102) "Ie 18 ppoy
"SPJOM PaulesIun uey} SPJOM paurely
3P [91X3] aXew 0} Jalse} ‘Buiutes)
alam syuedioned ‘sbulueaw parejaiun plom [ejuspioul Buisn spiom ys1buz
abejuenpe uey} sBuruesw parejal yum spiom  snonBiqueun umouy Ajsnoiasid 0} Ul UOISIOaP [BIIX3] Z Wswiadx3
AwasAjod 029-065  Asejngedon aiow pajjedal sjuedidiied  sBulueaw mau syuedionued paurel ] MO |BNSIA pue |[edsy VIN N‘Hd {(2102) "Ie 18 ppoy
‘Buiuies)
Ajuo ‘sBujuesw pJom piom [ejuapioul Buisn spJom
abejuenpe Adoeunooe  parejalun ueyy sbuluesw piom parejal  snonbBigureun umouy Ajsnoiasid o} T uswiiadxgy
AwasAjod V/IN alow pasaquiawal sjuedidied  sBuluesw mau syuedionued paurel] ybiH ys1bu3 ui |jesey VIN N‘Hd {(2102) "Ie 18 ppoy
Buiueaw
a|buIs e ylIm spJom uey) A|mojs aiow
abeiuenpesip 0} papuodsal aiam Bulueaw auo ueyy
wAuowoy 3I0W UM SPIOM pUE SBSUS 1ama} ysijbuz
pue abejuenpe UNM SPIOM UeY} J8)Sey 0) papuodsal I 29p € uswadx3
AwasAjod 986-1726 81aM Sasuas Auew YIIM SPIOAA SPJOM-UOU 3](eadunouoid MO [e21xa] Aloyipny Areuonoiq N‘H'd (2002) 'Ie 18 ppoy
SaSUAs M} ys1jbug
abejuenpe UNM SPIOM LRy} J8)Sey 0) papuodsal sauoydowoyopnasd U1 uoIsIoap 2 Wawuadx3
AwasAjod /85-/9G 81aM Sasuas Auew YIIM SPIOAA 919M SPIOM-UON MO 1e21X3] [ensIA Areuonoiq N‘Hd (2002) 'Ie 18 ppoy
SaSUAs M} ys1jbug
abejuenpe UNM SPIOM LRy} J9)Sey 0) papuodsal sauoydowoyopnasd U1 uoIsIoap T Wawuadx3
AwasAjod 9£9-9GG 81aM Sasuas Auew YIIM SPIOAA 919M PIOM-UON MO 1e21X3] [ensIA Areuonoiq N‘Hd (2002) 'Ie 18 ppoy
Juswebebus
19940 Jljuewes uo|reolysse o
AunBigwy 1 sBulpuiq SO110903 jo P abenbue|/xseL pIOM  SpJoM Apnis

Author Manuscript

Author Manuscript

Author Manuscript

Author Manuscript

Psychon Bull Rev. Author manuscript; available in PMC 2016 November 18.



	Abstract
	Study selection criterion
	Review outline
	Overview of models of semantic ambiguity
	Review of behavioral studies
	Less semantically engaging tasks
	More semantically engaging tasks

	Electrophysiological/imaging studies
	Discussion: processing issues
	Discussion: representational issues
	General discussion
	Changes in meanings over time
	Conclusion
	References
	Fig. 1
	Fig. 2
	Table 1

