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Using Baidu Search Index to Predict 
Dengue Outbreak in China
Kangkang Liu1,2,3, Tao Wang2,4, Zhicong Yang5, Xiaodong Huang3, Gabriel J Milinovich3,6, 
Yi Lu7, Qinlong Jing1,2,5, Yao Xia1,2, Zhengyang Zhao5, Yang Yang1,2,8, Shilu Tong3, 
Wenbiao Hu3 & Jiahai Lu1,2,9

This study identified the possible threshold to predict dengue fever (DF) outbreaks using Baidu Search 
Index (BSI). Time-series classification and regression tree models based on BSI were used to develop a 
predictive model for DF outbreak in Guangzhou and Zhongshan, China. In the regression tree models, 
the mean autochthonous DF incidence rate increased approximately 30-fold in Guangzhou when the 
weekly BSI for DF at the lagged moving average of 1–3 weeks was more than 382. When the weekly BSI 
for DF at the lagged moving average of 1–5 weeks was more than 91.8, there was approximately 9-fold 
increase of the mean autochthonous DF incidence rate in Zhongshan. In the classification tree models, 
the results showed that when the weekly BSI for DF at the lagged moving average of 1–3 weeks was 
more than 99.3, there was 89.28% chance of DF outbreak in Guangzhou, while, in Zhongshan, when 
the weekly BSI for DF at the lagged moving average of 1–5 weeks was more than 68.1, the chance of DF 
outbreak rose up to 100%. The study indicated that less cost internet-based surveillance systems can be 
the valuable complement to traditional DF surveillance in China.

Dengue fever (DF) is a major public health concern, particularly in the tropical and sub-tropical regions. The inci-
dence of DF has increased 30-fold over the last five decades; between 1990 and 2013, dengue has been estimated 
to account for approximately ten thousand deaths per year1,2. As a fast spreading vector-borne infectious disease, 
DF is endemic to over 120 countries3. Recent estimates indicate that 390 million people suffer DF each year, 
including 96 million new cases4; this estimate is three times that of the DF burden estimated by WHO in 20095. In 
China, DF cases have been reported in Guangdong, Hainan, Fujian, Yunnan, and Zhejiang every year, since the 
first DF outbreak in 1978. The burden of DF has increased with a number of large outbreaks occurring over the 
previous ten years; the most recent major outbreak resulted in over 40,000 cases in Guangdong province in 2014.

Prevention and control of DF primarily focuses on case surveillance, vector control, and DF vaccine initiatives. 
Although the first DF vaccine was registered in 2015 in Mexico3, however, further testing of the vaccines efficacy 
need to be performed to allow its use in other countries. Traditional surveillance systems for DF are built on the 
basis of passive or sentinel site surveillance in the outpatient services or hospitals. These systems are limited by 
underreporting, delayed diagnosis and under-resourced laboratory services which limits case confirmation6. The 
development of real-time and accurate infectious disease surveillance remains a real challenge worldwide.

Digital surveillance systems that are built on internet search engines data can provide health authorities with 
important information regarding the emergence and spread of diseases in the community which can be used to 
complement traditional healthcare-based surveillance systems7. For example, Google Flu Trend (http://www.
google.org/flutrends/) was used in the accurate real-time tracking of influenza outbreaks in some studies8–10. 
Moreover, the real-time detection and prediction using the internet-based surveillance systems have also been 
explored in some other diseases such as Ebola, malaria, and breast cancer11–13. One novel method for exploring  
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early disease detection is based on monitoring of health-seeking behavior using the internet search engines. 
Although some studies12,14 have presented the benefits of internet search query data on diseases for improving 
real-time tracking and surveillance systems, this innovative approach requires further development.

Google is not available in China. The majority of web searches originating from China are submitted through 
the Baidu search engine (http://www.baidu.com/). It was reported by China Internet Network Information Center 
(CNNIC) that the total number of internet users using Baidu search engine was up to 649 million, accounting 
for 47.9% of the national population in 201415. Baidu is the most popular search engine in China and the Baidu 
search volume is provided as a weighted index, available to the public called Baidu Search Index (BSI) (http://
index.baidu.com). The occurrences of some infectious diseases, including influenza, gonorrhea, and eryth-
romelalgia have been demonstrated to be associated with BSI for certain search terms16–18. However, DF activity 
in China has not been explored and tracked with the web search behavior.

This study aimed to identify the association between BSI and DF, and detect the possible threshold of DF 
outbreaks with machine-learning method time-series classification and regression trees (CART) model based on 
Baidu search query data. CART models are decision algorithms that incorporate traditional regression models.  
These models have been extensively used in the public health field19,20 as they provide a robust approach to explore 
complex, non-linear ecological data. We propose that CART models could provide the threshold analysis for the 
early detection and prediction of diseases such as DF to facilitate clinical decision making20,21.

Results
Descriptive Analysis. The summary statistics are depicted in Table 1 for the autochthonous DF cases and 
Baidu search query data between 1st January 2010 and 31st December 2014 in Guangzhou and Zhongshan. During 
the study period, 38,866 autochthonous DF cases and 771 imported cases were reported for Guangzhou; 1,476 
autochthonous cases and 167 imported DF cases were reported in Zhongshan city. The weekly mean autochtho-
nous DF weekly cases were 148.91 (range: 0 to 8,201) in Guangzhou and 5.68 (range: 0 to 154) in Zhongshan 
during the study period. The peak weekly counts of autochthonous DF cases were 8,201 during the period of 29th 
September 2014 to 5th October 2014 in Guangzhou and 154 during the period of 6th October 2014 to 12th October 
2014 in Zhongshan.

The weekly trends of autochthonous DF cases and Baidu search query data are shown from 1st January 2010 
and 31st December 2014 in Guangzhou and Zhongshan (Fig. 1). There were similar trends between the weekly 
counts of autochthonous DF cases and the weekly BSI for DF in Guangzhou and Zhongshan during the study 

Variables Mean SD Median Minimum Maximum

ADF_GZ 148.91 832.74 0.00 0 8201

ADF_ZS 5.68 19.12 0.00 0 154

BSI_GZ 67.00 296.54 67.00 8 3237

BSI_ZS 24.00 50.16 24.00 0 415

Table 1.  The summary statistics for DF cases and Baidu search query data in Guangzhou and Zhongshan, 
China, 2010–2014. ADF_GZ: autochthonous DF cases in Guangzhou; ADF_ZS: autochthonous DF cases 
in Zhongshan; BSI_GZ: Baidu Search Index for DF in Guangzhou; BSI_ZS: Baidu Search Index for DF in 
Zhongshan; SD: Standard Deviation.

Figure 1. Weekly distribution of DF cases and Baidu search query data in Guangzhou, 2010–2014.

http://www.baidu.com/
http://index.baidu.com
http://index.baidu.com
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period, while the peak of BSI for DF was somewhat different from the peak of autochthonous DF cases during 
the period between July 2013 and October 2013 in Zhongshan. The largest outbreaks occurred in 2014 in both 
Guangzhou and Zhongshan.

The results of Spearman’s correlation reveal weekly DF incidence rates to be positively associated with the 
weekly BSI for DF in Guangzhou (ρ =  0.687, P <  0.01) and Zhongshan (ρ =  0.800, P <  0.01) (Table S3). The scat-
terplot matrix with the regression lines in Fig. 2 displays the relationships between the weekly DF incidence rates 
and the weekly BSI for DF in Guangzhou and Zhongshan.

Cross-correlations analysis. Cross-correlation analysis indicates that the weekly autochthonous DF inci-
dence rates are positively correlated with the weekly BSI for DF at the time lags of 1–6 weeks in Guangzhou 
(Fig. 3). There is also a positive correlation between weekly DF incidence rates and weekly BSI for DF at the lags 
of 1–14 weeks in Zhongshan. Cross-correlation coefficients at a range of lags of the variables BSI for DF which 
were more than 0.4 were chosen in two cities, respectively. BSI for DF at the lags of 1–3 weeks in Guangzhou and 
BSI for DF at the lags of 1–5 weeks in Zhongshan, were selected as the independent variable of CART models.

Figure 2. Scatterplot matrix among DF incidence rates and Baidu search query data in Guangzhou and 
Zhongshan, 2010–2014.

Figure 3. Cross-correlation between DF incidence rates and Baidu search query data. (a) The cross-
correlation between DF incidence rate and Baidu search data in Guangzhou from 2010 to 2014; (b) The cross-
correlation between DF incidence rate and Baidu search data in Zhongshan from 2010 to 2014. CCF: Cross-
Correlation Function; The two dashed lines illustrate critical values for cross-correlation (at the 5% level).
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CART analysis. Regression Tree. Figure 4 reveals that the mean autochthonous DF incidence rate increased 
by approximately 30-fold in Guangzhou (mean autochthonous DF incidence rate 34.45 compared to an overall 
mean weekly autochthonous DF incidence rate 1.146) when the weekly BSI for DF at moving average of 1–3 
weeks ≥ 382. Moreover, when the weekly BSI for DF at the lagged moving average of 1–3 weeks was ≥ 382 and 
< 1234.65, the weekly autochthonous DF incidence rate decreased by approximately 16-fold (to a mean autoch-
thonous DF incidence rate 18.57 relative to the overall mean autochthonous DF incidence rate 1.146). The mean 
autochthonous DF incidence rate was only 0.15 if the BSI for DF was < 382 at the lagged moving average of 1–3 
weeks week. Figure 4 indicates that, for Zhongshan, if the weekly BSI for DF at the lagged moving average of 1–5 
weeks was < 91.8 and ≥ 77.8, the mean autochthonous DF incidence rate increased by 5.6-fold. When the BSI for 
DF at the lagged moving average of 1–5 weeks was ≥ 91.8, there was approximately 9-fold increase of the mean 
autochthonous DF incidence rate. The mean weekly incidence rate of the autochthonous DF was only 0.028 if the 
5-week lagged moving average of the weekly BSI for DF was < 77.8, compared to the overall mean weekly autoch-
thonous DF incidence rate. The results of regression tree model indicate the threshold value of the occurrence of 
DF outbreak can be considered for use as a DF epidemic early warning tool and decision-making by the health 
department of the government.

Classification tree. The results of classification tree in Fig. 5 indicate that the probability of the occurrence of DF 
epidemic in Guangzhou and Zhongshan. It reveals that the optimal classification tree had two terminal nodes for 
Guangzhou and Zhongshan. For Guangzhou, there was 89.28% chance of the occurrence of DF outbreaks when 
the weekly BSI for DF at the lagged moving average of 1–3 weeks was ≥ 99.3. The probability of the occurrence of 
DF outbreaks was only 7.42% when the weekly BSI for DF at the lagged moving average of 1–3 weeks was < 99.3. 
For Zhongshan, when the lagged moving average at 1–5 weeks of the weekly BSI for DF was ≥ 68.1, the chance 
of DF outbreak rose up to 100%; while, if the lagged moving average at 1–5 weeks of the weekly BSI for DF was  

Figure 4. The regression tree modeling the hierarchical relationship between weekly autochthonous DF 
incidence and Baidu search query data in Guangzhou and Zhongshan, China between 1 January 2010 and 
31 December 2016. (a) The regression tree in Guangzhou; (b) The regression tree in Zhongshan. The regression 
tree showed the threshold values, mean weekly autochthonous DF incidence rate, N is the total week count of 
occurrence of DF outbreaks.

Figure 5. The classification tree modeling the ordered relationship between DF weekly incidence rate and 
Baidu Search Index in Guangzhou and Zhongshan, China from 1 January 2010 to 31 December 2014. 
 (a) The classification tree in Guangzhou; (b) The classification tree in Zhongshan. The classification tree showed 
the threshold values, mean weekly autochthonous DF incidence rate, N is the total week count of occurrence of DF.
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< 68.1, there was only 3.98% probability for the DF outbreak (Fig. 5). The accuracy of the classification tree models  
was evaluated in Table 2. The consistency rate of the classification tree model is 91.57 in Guangzhou and that is 
94.636 in Zhongshan, China.

Discussion
Internet-based surveillance systems have been increasingly explored, in recent years, as an innovative approach to 
improving the effectiveness of infectious diseases prevention and control programs. For example, the online digi-
tal diseases surveillance tool based on Google Trends and Google Insight have been mined and reported by some 
studies8,22,23. Little work has, however, focused on the use of Baidu. This study is the first attempt to investigate the 
possibility and application of the Baidu search query data in the timely and sensitive detection of DF activities in 
China. Our results have clearly shown a positive significant relationship between the occurrence of DF outbreaks 
and Baidu search query data and provided a possibility for the further prediction of DF occurrence in advance 
using search query surveillance data. When the weekly historical BSI for DF at the lagged moving average of 1–5 
weeks was more than 382, the incidence rate of autochthonous DF may increase 30-fold compared with the over-
all mean autochthonous DF incidence rate in Guangzhou. When the BSI for DF at the lagged moving average of 
1–5 weeks was more than 91.8, there was approximately 9-fold increase of the mean autochthonous DF incidence 
rate in Zhongshan. These results indicate the benefit for the early intervention and control for DF outbreak by the 
health authorities and decision-maker of public health strategies.

Effective control of DF is contingent on high quality, timely surveillance data. Current systems are hindered 
by delayed and patchy reporting of DF; there is a clear need for better approaches for the early detection and 
monitoring of DF epidemics24. Google Flu Trend demonstrated promise for monitoring and early detection of 
influenza; it was even able to produce surveillance data up to two weeks before official cases data were reported8. 
A similar approach was applied to DF by Chan et al. and Althouse et al. These studies demonstrated that search 
query data based on Google search engine are capable of tracking and predicting the occurrence of DF out-
breaks25,26. Baidu is the main internet search tool used in mainland China. Data generated by Baidu has been 
applied to surveillance for influenza and erythromelalgia16,18. However, to our knowledge, few studies have 
focused on DF epidemics and Baidu search volume data in China. Our study sheds some insights on this issue. 
Official DF data are generated by passive, low-sensitivity traditional surveillance system and likely under-report 
cases in China. The key reasons for the underestimation may result from the infected individuals who may not 
visit medical establishment for clinical diagnosis at the early stages of illness, the lack of medical conditions 
and policy limitation27. The underestimation of DF epidemic could decrease the sensitivity and the accuracy 
of the traditional surveillance and increase the risk of DF transmission and the complexity of disease control. 
Internet-based surveillance systems have been shown to be able to circumvent many of the inherent limitations of 
traditional surveillance systems7. Therefore, the online DF-related search query data from the internet users as the 
supplement tool can provide the chance for the real-time, sensitive detection and control of DF activity before the 
diagnosis and reports of DF cases. The low-cost and availability of the internet search data is another advantage 
of this approach. Traditional surveillance approaches are limited by the lag between the time of clinical diagnosis 
and laboratory testing (confirmation) and reporting of cases. Internet-based approaches may be integrated into 
surveillance systems to reduce the effect of this lag on the system.

This study combined the novel and modern data sources with the sentinel surveillance data on DF cases, 
and the results of CART models show that the significant positive relationships are identified between two time 
series data in Guangzhou and Zhongshan during 2010–2014. Baidu search query data may be used to identify 
the occurrence of DF outbreak in advance of existing systems. In the current study, the definition of the binary 
response variables of the classification tree model was similar to the other studies, in which the DF outbreak was 
defined using the historical DF epidemics data during the study period26,28. It has been shown that CART models 
have the advantage of the powerful technology in analysis of the ecological data compared to generalized linear 
models such as logistic regression model29,30. CART can provide the threshold values for the potential risk factors 
or predicted factors of DF epidemic, which are beneficial for the decision-making and strategies setting of public 
health issues by official government, while the logistic regression model could not achieve31. Additionally, CART 
model are easy to conduct, interpret, and to base decisions on. It is suitable for dealing with missing or zero data 
analysis, the unspecified interaction variables which lead to multicollinearity, and no linearity assumption which 
could not be offered by logistic regression analysis. Hence, in the current study, we didn’t take account of the 
transmission (such as logarithmic transmission or add the number 1 to the count) of the variables which zero 
observations existed32,33.

In the present study, considering the incubation period of DF cases and the models for further prediction 
in advance stably and accurately, though the CART models with a lag of 1 week seemed a little better than the 
models with lagged moving average of 1–3 weeks in Guangzhou and Zhongshan, respectively (for example, root 
mean squared error (RMSE) of regression tree model with a lag of 1 week was 3.22, while RMSE of regression 
tree model with lagged moving average of 1–3 weeks was 3.72 in Guangzhou; RMSE of regression tree model 
with a lag of 1 week was 0.37, while RMSE of regression tree model with lagged moving average of 1–3 weeks 
was 0.38 in Zhongshan), we chose the CART models with the lagged moving average of 1–3 weeks in Guangzhou 

Study sites Sensitivity Specificity Consistency rate

Guangzhou 87.719 92.647 91.570

Zhongshan 96.296 94.444 94.636

Table 2.  The accuracy of the classification tree models in Guangzhou and Zhongshan.
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and Zhongshan, instead of the models with the best pure lag of 1 week in the two cities. This study indicates that 
risk assessments of the threshold effect for the occurrence of DF outbreaks which were performed by the CART 
models in the two study sites Guangzhou and Zhongshan are presented discrepant (the threshold value of BSI 
for DF is 99.3 in Guangzhou and which is 68.1 in Zhongshan). The appearances in the two areas may be due to 
the differences in the social demographic characteristics, the availability, and popularity of the internet, human 
migration and meteorological factors. The results demonstrated that the models, in general, built on the Baidu 
search query data for DF may be considered for estimating the occurrence of DF activity linking with official DF 
data reported by Guangzhou and Zhongshan ministries of health.

The increasing transmission risk of DF outbreak is of concerned in most tropical and subtropical countries. 
This study responds to the potential possibility and opportunity for the exploration of internet-based surveil-
lance system by Baidu search query data. The identification and prediction of DF outbreaks using is critical to 
initiating timely public health interventions for DF prevention and control such as mosquito control, clinical 
treatment, vaccination or education of the targeted population. Prevention and control efforts based on real-time 
and low-cost internet search data can help official department of public health to identify the target areas which 
have the potential DF spread risk and take effective measures.

There are two limitations in this study. First, the major challenge of digital surveillance is the unavailability 
and limitation of internet access in rural areas. The internet penetration rate reported by China Internet Network 
Information Center (CNNIC) was 47.9% at the end of 2014 in China. The internet users in rural areas account 
for 27.5% of the internet users overall throughout the country15. The web-search based surveillance is built on the 
internet access rate and search query volume. The internet penetrance of the internet users by computer or mobile 
device in the rural areas is low, but searching volume from mobile phones in rural areas is increasing due to its 
convenience and feasibility. As of the end of 2014, 85.8% of the internet users accessed the internet from mobile 
devices. Guangdong has the internet penetration rate of 68.5% in 2014 (Fig. S2). The second limitation for the 
internet-based surveillance is that the media reports could impact on the internet search behavior. Not all inter-
net search queries are submitted by patients infected dengue virus. A portion of queries may be from uninfected 
people who seek the information for other purposes. When a novel outbreak is reported by media, the internet 
searching behavior would increase by the large proportion of people who are induced by panic or curiosity, which 
would result in the peak of searching behavior of the disease and the false alert of the internet-based surveillance8.

This study found that the Baidu search engine combining with the traditional diseases surveillance system 
may be considered for early detection of DF activities in China. However, further studies are needed to combine 
with internet search query data and other potential factors (weather, social and environmental factors) to develop 
an early warning system (EWS). It will be essential to establish an effective EWS to assist disease control and 
prevention programs for DF.

Methods
Ethics Statement. Ethics clearance for this research was approved by Sun Yat-sen University and Zhongshan 
Center for Disease Control and Prevention Ethical Review Committee (Approval No: 2015024). DF data were 
collected from the Notifiable Infectious Disease Report System (NIDRS). All potentially identifiable has been 
removed to prevent identification of individuals.

Study sites. In this study, as 94.3% DF cases were identified in Guangdong province in China in the past 
decades34, and the higher internet penetration rates, Guangzhou and Zhongshan in Guangdong province were 
selected for the study sites. It is reported the internet penetration rate in Guangdong province 72.4%, followed 
by Beijing and Shanghai. It was reported that internet penetration rates are lower in Yunnan (37.4%) and Hainan 
(51.6%), compared with the internet penetration rate in Guangdong (72.4%)15. Guangzhou is the capital city with 
the largest population in the south of China and Zhongshan is next to Guangzhou. Most of the occurrence of DF 
outbreaks happened in Guangzhou, Zhongshan, Foshan and the adjacent cities in Guangdong province recent 
years, especially the outbreak occurred during 2013–2014. Hence, in the current study, we focus on the mainly 
two cities Guangzhou and Zhongshan for estimation and prediction of DF.

Guangzhou (latitude 23.117°N, longitude 113.276°E) and Zhongshan city (latitude: 22.515847°N, longitude: 
113.392207°E) are located in the south central of Guangdong province, the region of Pearl River Delta, in China. 
(Fig. S1). The two cities have the similar subtropical monsoonal climate with hot, humid summers and mild, dry 
sunny winters. The annual mean temperature is between 21–23 °C.

Data source. Epidemiological data. DF is a legally notifiable infectious disease in China and is diagnosed 
according to the national diagnosis criteria35,36. The weekly autochthonous DF case count data between 1st January 
2010 and 31st December 2014 were obtained from NIDRS. NIDRS is a passive surveillance system of legal noti-
fiable infectious diseases in China. At the city level, autochthonous DF cases were defined as the confirmed cases 
with no history of travel to dengue-affected foreign countries or other cities in mainland China in the preceding 
14 days of the illness onset.

Search query data. The shared platform of Baidu index provides search behavior data for numerous search 
terms with Baidu search engine by internet users. The data are available at national, province, city level by daily 
and weekly. Given the internet penetrance in the study area and the stability of the platform of Baidu search data, 
we collected weekly DF-related search queries from the Baidu’s database (http://index.baidu.com) for Guangzhou 
and Zhongshan from January 2010 to December 2014, respectively. Baidu Search Index which is calculated based 
on the sum of the weight of search volume is publicly available by certain search term on a daily basis, at a city, 
province and national level. In this study, we explored and examined whether Baidu search engine could be 
a valued source of data for the supplementary implement of the traditional healthcare-based DF surveillance. 

http://index.baidu.com
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Therefore, we selected the weekly BSI for search term “dengue fever” (i.e. using the Chinese word “登 革 热”) 
which is most widely searched. The weekly DF cases count data are converted from the daily data.

Statistical analysis and modeling. First, spearman’s correlations analysis (two-tailed test) was used to 
detect the correlation between the weekly observed autochthonous DF incidence rates and the weekly BSI for 
DF (key word: “登 革 热”) in Guangzhou and Zhongshan, respectively. Time-series cross-correlation analysis 
was used to assess and quantify the linear associations between the two time series data at a function of time lag. 
In the current study, the two time series dataset including weekly autochthonous DF incidence rates and weekly 
BSI for DF in Guangzhou and Zhongshan were analyzed over a range of weekly lags, respectively. Given the 
incubation period of DF, the correlation coefficients of the variables with different lags calculated more than 0.4 
with positively significant in results of the cross-correlation analysis were selected in the two cities respectively. 
Then, in order to explain the lagged effects of the independence variables BSI with the significant lags better, the 
lagged moving average (MA) of the variables BSI for DF were calculated and transformed to the new variables. 
The new variables were then put into the model for further analysis. Hence, the correlation coefficients which are 
at the time lags of 1–3 weeks in Guangzhou and at the time lags of 1–5 weeks are significant and chosen for CART 
modeling in Guangzhou and Zhongshan, respectively. (Table S1).

CART is a flexible, robust and non-parametric statistical method which is useful for the analysis of complex 
ecological applications. The CART model is suitable for predicting the relationship between a response variable 
and one or more exploratory variables29. It could interpret the variation of the response variable by recursive par-
titioning the ecological data into more homogeneous subsets, using combinations of explanatory variables. The 
response variable can be a categorical variable (a classification tree) or a continuous variable (a regression tree)37.

In the study, the regression tree models were built to assess the threshold effects between the weekly DF inci-
dence rates and the weekly BSI for DF in Guangzhou and Zhongshan, respectively. The variation of a response 
variable was explained using a single explanatory variable which is the lags of 1–3 weeks moving average of BSI 
for DF in Guangzhou and at the lags of 1–5 weeks moving average of BSI for DF in Zhongshan, respectively in the 
regression tree model for the purpose of the threshold prediction and explanation.

Meanwhile, the classification tree models were built to determine the threshold effects of the hierarchical 
relationship between the weekly autochthonous the occurrence of DF outbreak and the weekly BSI for DF in 
Guangzhou and Zhongshan, respectively. A single explanatory variable in each model was the weekly BSI for 
DF at the significant at lags of 1–3 weeks moving average of BSI for DF in Guangzhou and at lags of 1–5 weeks 
moving average of BSI for DF in Zhongshan respectively were chosen to build classification tree models. The 
binary response variables are the weekly the occurrence of DF outbreaks in the two cities. In order to create the 
new binary response variables for building classification tree model, we defined the occurrence of DF outbreaks 
in which weekly DF incidence rates exceeded 75 percentiles in Guangzhou over the study period (Table S2). As 
the DF incidence rates in Zhongshan is lower than that in Guangzhou, we defined exceeded 85 percentiles of 
incidence rate for the occurrence of DF outbreak in Zhongshan (Table S2).

The CART was grown by the recursive binary splitting of explanatory variables and then each split form the 
basis of a single explanatory variable and two nodes, which was selected by the maximize homogeneity (minimize 
impurity) of the resulting two nodes. The splitting criteria for minimizing node impurity are different in the two 
types of methods: for regression trees, least squares are used in the process of splitting; for classification trees, 
the Gini index is used to split off the largest category into a separate subset group. The K-fold cross-validation 
is performed to cutoff the large tree to the smallest tree size using estimated prediction error rate in this study. 
The best tree has an estimated error rate within one standard error of the minimum. The process of ten-fold 
cross-validation in the current study is conducted as following: firstly, all the data were used to build the overly 
large tree; then, the dataset were divided into ten subsets; nine in ten subsets were used for training, and the subset 
ten left was used for testing. Hence, the different models were built with the subgroups data with the independent 
error rates. The best optional tree model was selected by the minimum error rate32. The accuracy of the classifica-
tion tree models including sensitivity, specificity, and consistency rate was calculated and assessed in this study.

All the analyses above were performed using IBM SPSS version 22 (SPSS Inc; Chicago, IL, USA) and R version 
3.2.2.

References
1. WHO. Global strategy for dengue prevention and control, 2012–2020 (data of access: 21/05/2016). URL http://www.who.int/

denguecontrol/9789241504034/en.
2. Stanaway, J. D. et al. The global burden of dengue: an analysis from the Global Burden of Disease Study 2013. The Lancet infectious 

diseases 16, 712–723, doi: 10.1016/S1473-3099(16)00026-8 (2016).
3. WHO. Dengue (data of access: 05/05/2015). URL http://www.who.int/immunization/diseases/dengue/en/.
4. Bhatt, S. et al. The global distribution and burden of dengue. Nature 496, 504–507, doi: 10.1038/nature12060 (2013).
5. WHO. Dengue: Guidelines for diagnosis, treatment, prevention and control (data of access: 05/05/2016). URL http://apps.who.int/

iris/bitstream/10665/44188/1/9789241547871_eng.pdf.
6. Wang, C. G., Liu, Q. Y. & Jiang, B. F. Time between the onset and diagnosis of dengue fever and related influencing factors in China. 

Chinese journal of epidemiology 33, 1064–1066 (2012).
7. Milinovich, G. J., Williams, G. M., Clements, A. C. & Hu, W. Internet-based surveillance systems for monitoring emerging infectious 

diseases. The Lancet infectious diseases 14, 160–168 (2014).
8. Ginsberg, J. et al. Detecting influenza epidemics using search engine query data. Nature 457, 1012–1014, doi: 10.1038/nature07634 

(2009).
9. Yang, S., Santillana, M. & Kou, S. C. Accurate estimation of influenza epidemics using Google search data via ARGO. Proceedings of 

the National Academy of Sciences of the United States of America 112, 14473–14478, doi: 10.1073/pnas.1515373112 (2015).
10. Salathe, M., Freifeld, C. C., Mekaru, S. R., Tomasulo, A. F. & Brownstein, J. S. Influenza A (H7N9) and the importance of digital 

epidemiology. The New England journal of medicine 369, 401–404, doi: 10.1056/NEJMp1307752 (2013).

http://www.who.int/denguecontrol/9789241504034/en
http://www.who.int/denguecontrol/9789241504034/en
http://www.who.int/immunization/diseases/dengue/en/
http://apps.who.int/iris/bitstream/10665/44188/1/9789241547871_eng.pdf
http://apps.who.int/iris/bitstream/10665/44188/1/9789241547871_eng.pdf


www.nature.com/scientificreports/

8Scientific RepoRts | 6:38040 | DOI: 10.1038/srep38040

11. Glynn, R. W., Kelly, J. C., Coffey, N., Sweeney, K. J. & Kerin, M. J. The effect of breast cancer awareness month on internet search 
activity--a comparison with awareness campaigns for lung and prostate cancer. BMC cancer 11, 442, doi: 10.1186/1471-2407-11-442 
(2011).

12. Milinovich, G. J., Magalhaes, R. J. & Hu, W. Role of big data in the early detection of Ebola and other emerging infectious diseases. 
The Lancet. Global health 3, e20–21, doi: 10.1016/S2214-109X(14) 70356–0 (2015).

13. Ocampo, A. J., Chunara, R. & Brownstein, J. S. Using search queries for malaria surveillance, Thailand. Malaria journal 12, 390,  
doi: Artn 39010.1186/1475-2875-12-390 (2013).

14. Davidson, M. W., Haim, D. A. & Radin, J. M. Using networks to combine “big data” and traditional surveillance to improve influenza 
predictions. Scientific reports 5, 8154, doi: 10.1038/srep08154 (2015).

15. China Internet Network Information Center (CINIC). The 37th statistical report on internet development in China (data of access: 
05/05/2016). URL http://www.cnnic.cn/hlwfzyj/hlwxzbg/hlwtjbg/201601/P020160122444930951954.pdf.

16. Yuan, Q. et al. Monitoring influenza epidemics in china with search query from baidu. PloS one 8, e64323, doi: 10.1371/journal.
pone.0064323 (2013).

17. Bao, J.-x., Lv, B.-f., Peng, G. & Li, N. in Management Science and Engineering (ICMSE), 2013 International Conference on. 36-42.
18. Gu, Y. et al. Early detection of an epidemic erythromelalgia outbreak using Baidu search data. Scientific reports 5, 12649,  

doi: 10.1038/srep12649 (2015).
19. Xiaodong Huang, A. C. A. C., Gail, Williams, Gregor, Devine, Shilu, Tong1 & Wenbiao, Hu. El Niño-Southern Oscillation, local 

weather and occurrences of dengue virus serotypes. Scientific Report (2015).
20. Porter, R. S. et al. Clinical diagnosis of West Nile Fever in Equids by classification and regression tree (CART) analysis and 

comparative study of clinical appearance in three European countries. Transboundary and emerging diseases 58, 197–205,  
doi: 10.1111/j.1865-1682.2010.01196.x (2011).

21. Huang, X., Clements, A. C., Williams, G., Milinovich, G. & Hu, W. A threshold analysis of dengue transmission in terms of weather 
variables and imported dengue cases in Australia. Emerg Microbes Infect 2, e87, doi: 10.1038/emi.2013.85 (2013).

22. Gluskin, R. T., Johansson, M. A., Santillana, M. & Brownstein, J. S. Evaluation of Internet-based dengue query data: Google Dengue 
Trends. PLoS neglected tropical diseases 8, e2713, doi: 10.1371/journal.pntd.0002713 (2014).

23. Lazer, D., Kennedy, R., King, G. & Vespignani, A. Big data. The parable of Google Flu: traps in big data analysis. Science (New York, N.Y.) 
343, 1203–1205, doi: 10.1126/science.1248506 (2014).

24. Yoo, H. S. et al. Timeliness of national notifiable diseases surveillance system in Korea: a cross-sectional study. BMC public health 9, 
93, doi: 10.1186/1471-2458-9-93 (2009).

25. Chan, E. H., Sahai, V., Conrad, C. & Brownstein, J. S. Using web search query data to monitor dengue epidemics: a new model for 
neglected tropical disease surveillance. PLoS neglected tropical diseases 5, e1206, doi: 10.1371/journal.pntd.0001206 (2011).

26. Althouse, B. M., Ng, Y. Y. & Cummings, D. A. Prediction of dengue incidence using search query surveillance. PLoS neglected 
tropical diseases 5, e1258, doi: 10.1371/journal.pntd.0001258 (2011).

27. Garcell, H. G., Hernandez, T. M., Abdo, E. A. & Arias, A. V. Evaluation of the timeliness and completeness of communicable disease 
reporting: Surveillance in The Cuban Hospital, Qatar. Qatar medical journal 2014, 50–56, doi: 10.5339/qmj.2014.9 (2014).

28. Zhang, H. et al. Evaluation of the Performance of a Dengue Outbreak Detection Tool for China. PloS one 9, e106144, doi: 10.1371/
journal.pone.0106144 (2014).

29. De’ath G, F. K. Classification and regression tree: a powerful yet simple technique for ecological data analysis. Ecology 81, 3178–3192 
(2000).

30. Vayssieres, M. P., Plant, R. E. & Allen-Diaz, B. H. Classification trees: An alternative non-parametric approach for predicting species 
distributions. Journal of Vegetation Science 11, 679–694, doi: Doi 10.2307/3236575 (2000).

31. Henrard, S., Speybroeck, N. & Hermans, C. Classification and regression tree analysis vs. multivariable linear and logistic regression 
methods as statistical tools for studying haemophilia. Haemophilia 21, 715–722, doi: 10.1111/hae.12778 (2015).

32. Breiman, L., Friedman, J. H. & Olshen, R. A. Classification and Regression Trees (Wadsworth Statistics/Probability), California. 
(1984).

33. Lei, Y., Nollen, N., Ahluwahlia, J. S., Yu, Q. & Mayo, M. S. An application in identifying high-risk populations in alternative tobacco 
product use utilizing logistic regression and CART: a heuristic comparison. BMC public health 15, 341, doi: 10.1186/s12889-015-
1582-z (2015).

34. Lai, S. et al. The changing epidemiology of dengue in China, 1990-2014: a descriptive analysis of 25 years of nationwide surveillance 
data. BMC Med 13, 100, doi: 10.1186/s12916-015-0336-1 (2015).

35. National Health and Family Planning Commission of the People’s Republic of China. Diagnostic criteria for dengue fever (WS 
216–2008) (data of access: 05/05/2016). URL http://www.moh.gov.cn/public- files/business/cmsresources/zwgkzt/cmsrsdocument/
doc3264.pdf.

36. National Health and Family Planning Commission of the People’s Republic of China. Diagnostic criteria for dengue fever (WS 
216–2001) (data of access: 05/05/2016). URL http://www.nhfpc.gov.cn/zwgkzt/s9491/201212/34051.shtml.

37. Elith, J., Leathwick, J. R. & Hastie, T. A working guide to boosted regression trees. The Journal of animal ecology 77, 802–813,  
doi: 10.1111/j.1365-2656.2008.01390.x (2008).

Acknowledgements
This work was supported by National Natural Science Foundation of China (NSFC) (Grant No. 81373050, 
81172735) and International Program for Ph.D. Candidates, Sun Yat-Sen University, China (Grant No. 02300–
18814201). W.H. is supported by Australian Research Council (ARC) future fellowship (FT140101216). We 
thank for Australia China Centre for Public Health (ACCPH). We would like to thank Dr. Zhiwei Xu for his 
constructive comments.

Author Contributions
W.H., J.L. developed the idea of the study. K.L. analyzed, interpreted the data and drafted the manuscript. 
T.W., Z.Y., Q.J. collected the data, X.H., S.T., G.M. interpreted and revised the manuscript, Z.Z., Y.Y., Y.L., Y.X. 
contributed to revising the manuscript. All authors reviewed the manuscript.

Additional Information
Supplementary information accompanies this paper at http://www.nature.com/srep
Competing financial interests: The authors declare no competing financial interests.
How to cite this article: Liu, K. et al. Using Baidu Search Index to Predict Dengue Outbreak in China. Sci. Rep. 
6, 38040; doi: 10.1038/srep38040 (2016).

http://www.cnnic.cn/hlwfzyj/hlwxzbg/hlwtjbg/201601/P020160122444930951954.pdf
http://www.moh.gov.cn/public- files/business/cmsresources/zwgkzt/cmsrsdocument/doc3264.pdf
http://www.moh.gov.cn/public- files/business/cmsresources/zwgkzt/cmsrsdocument/doc3264.pdf
http://www.nhfpc.gov.cn/zwgkzt/
http://www.nature.com/srep


www.nature.com/scientificreports/

9Scientific RepoRts | 6:38040 | DOI: 10.1038/srep38040

Publisher's note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

This work is licensed under a Creative Commons Attribution 4.0 International License. The images 
or other third party material in this article are included in the article’s Creative Commons license, 

unless indicated otherwise in the credit line; if the material is not included under the Creative Commons license, 
users will need to obtain permission from the license holder to reproduce the material. To view a copy of this 
license, visit http://creativecommons.org/licenses/by/4.0/
 
© The Author(s) 2016

http://creativecommons.org/licenses/by/4.0/

	Using Baidu Search Index to Predict Dengue Outbreak in China
	Results
	Descriptive Analysis. 
	Cross-correlations analysis. 
	CART analysis. 
	Regression Tree. 
	Classification tree. 


	Discussion
	Methods
	Ethics Statement. 
	Study sites. 
	Data source. 
	Epidemiological data. 
	Search query data. 

	Statistical analysis and modeling. 

	Acknowledgements
	Author Contributions
	Figure 1.  Weekly distribution of DF cases and Baidu search query data in Guangzhou, 2010–2014.
	Figure 2.  Scatterplot matrix among DF incidence rates and Baidu search query data in Guangzhou and Zhongshan, 2010–2014.
	Figure 3.  Cross-correlation between DF incidence rates and Baidu search query data.
	Figure 4.  The regression tree modeling the hierarchical relationship between weekly autochthonous DF incidence and Baidu search query data in Guangzhou and Zhongshan, China between 1 January 2010 and 31 December 2016.
	Figure 5.  The classification tree modeling the ordered relationship between DF weekly incidence rate and Baidu Search Index in Guangzhou and Zhongshan, China from 1 January 2010 to 31 December 2014.
	Table 1.   The summary statistics for DF cases and Baidu search query data in Guangzhou and Zhongshan, China, 2010–2014.
	Table 2.   The accuracy of the classification tree models in Guangzhou and Zhongshan.



 
    
       
          application/pdf
          
             
                Using Baidu Search Index to Predict Dengue Outbreak in China
            
         
          
             
                srep ,  (2016). doi:10.1038/srep38040
            
         
          
             
                Kangkang Liu
                Tao Wang
                Zhicong Yang
                Xiaodong Huang
                Gabriel J Milinovich
                Yi Lu
                Qinlong Jing
                Yao Xia
                Zhengyang Zhao
                Yang Yang
                Shilu Tong
                Wenbiao Hu
                Jiahai Lu
            
         
          doi:10.1038/srep38040
          
             
                Nature Publishing Group
            
         
          
             
                © 2016 Nature Publishing Group
            
         
      
       
          
      
       
          © 2016 The Author(s)
          10.1038/srep38040
          2045-2322
          
          Nature Publishing Group
          
             
                permissions@nature.com
            
         
          
             
                http://dx.doi.org/10.1038/srep38040
            
         
      
       
          
          
          
             
                doi:10.1038/srep38040
            
         
          
             
                srep ,  (2016). doi:10.1038/srep38040
            
         
          
          
      
       
       
          True
      
   




