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Abstract

Coupling chromosome conformation capture to molecular enrichment for promoter-containing 

DNA fragments enables the systematic mapping of interactions between individual distal 

regulatory sequences and their target genes. In this Minireview, we describe recent progress in the 

application of this technique and related complementary approaches to gain insight into the 

lineage- and cell type-specific dynamics of interactions between regulators and gene promoters.

Distal regulatory elements, such as enhancers, play a central role in controlling expression in 

mammalian genomes. Enhancer sequences act as substrates for binding of tissue-specific 

transcription factors and drive transcription through physical interaction with gene 

promoters (Spitz and Furlong, 2012). Recent chromatin profiling studies reveal the 

exceptional cell type and temporal specificity of enhancer activity, which exceeds that of 

other classes of gene regulatory sequences (Ernst and Kellis, 2010; Nord et al., 2013). This 

stunning specificity, alongside advances in sequencing technologies and the increasingly 

recognized importance of non-coding sequences in human development and disease, have 

driven large-scale efforts to annotate regulatory elements and gene transcription in the 

human genome under a wide variety of conditions. The International Human Epigenome 

Consortium (IHEC) (Bae, 2013) connects many of these projects, with the goal of 

characterizing 1000 epigenomes from different human cell types at diverse developmental 

stages and disease states.

New studies, published in this issue of Cell and in Cell Reports and described in more detail 

throughout the following sections of this Minireview, build upon IHEC efforts to explore the 

role of cell type-specific regulation and begin to address several important challenges in the 

field (Schmitt et al., 2016; Javierre et al., 2016; Breeze et al,. 2016; Pellacani et al., 2016). 

Briefly, Pellacani et al. (2016) tackle the question of cell type specificity of enhancers across 

the individual cell types that make up heterogeneous tissues. The authors use chromatin 
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profiling methods to identify regulatory elements active in the distinct cell populations that 

comprise mammary tissue. While chromatin profiling is powerful for identifying predicted 

enhancer sequences, it is limited in its ability to elucidate the gene target(s) of the predicted 

enhancers. To address this challenge, Javierre et al. (2016) and Schmitt et al. (2016) use 

cutting-edge chromosome conformation capture techniques to map enhancer-promoter 

interactions in a variety of human tissues and primary cell types. Finally, disease-associated 

variants identified in genome-wide association studies (GWAS) are overwhelmingly non-

coding (Altshuler et al., 2010; Visel et al., 2009) and enriched in non-coding loci harboring 

regulatory functions (Maurano et al., 2012), but specific examples of non-coding sequence 

variants conclusively and mechanistically linked to disease remain limited. The functional 

genome annotations from the series of new papers (Schmitt et al., 2016; Javierre et al., 2016; 

Pellacani et al., 2016) along with a computational algorithm capable of integrating 

epigenomic findings described in Breeze et al. (2016) provide handy tools for addressing the 

gap between disease-associated non-coding variants and their regulatory gene targets. Using 

these complementary techniques to explore the regulatory landscape in human tissues and 

isolated primary cell populations, these studies report insights and resources that will be 

instrumental in linking variants with causal mechanisms of disease.

Insights into Cell Type-Specific Regulation

Histone ChIP-seq has now become a standard method to identify regulatory regions 

genome-wide (Park, 2009). ChIP-seq combines chromatin immunoprecipitation of histone 

modifications with high-throughput sequencing to identify active enhancers and other 

regulatory features. While the underlying DNA sequence does not vary between cell types, 

histone modifications mark regions that are active or repressed in vivo in a tissue-specific 

manner. When paired with technologies for capturing specific cell types, ChIP-seq can be 

used to identify differential regulation in cell populations derived from heterogeneous tissue. 

An elegant example of this approach is provided by Pellacani et al. (2016), who generate 

histone ChIP-seq, DNA methylation and gene expression data to identify cell type-specific 

regulatory elements in primary human mammary tissue. Consistent with previous findings 

(Gascard et al., 2015), their results show widespread differences among the different cell 

types isolated from this heterogeneous tissue and relative to previous results from 

immortalized mammary cell lines. The biological relevance of these observations is 

reinforced by the findings that differential enhancer utilization in mammary cell types is 

consistent with cell-specific gene expression and that cell type-specific enhancers are 

enriched for unique transcription factor binding sites. This high-resolution developmental 

specificity of enhancer activity mirrors results from previous chromatin profiling studies, 

and these data allow the authors to derive insights into the cells that make up a complex 

tissue.

3D Chromatin Structure Links Enhancers to Genes

While ChIP-seq can identify differential activity of regulatory elements across tissues and 

cell types, it does not provide evidence that formally links individual distal regulatory 

elements to their respective target genes. Tools based on Chromosome Conformation 

Capture (3C) enable the identification of genomic regions that can be far apart in the linear 
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genome sequence but are proximate in three-dimensional space within the nucleus. Hi-C, 

one variant of 3C, identifies these distal yet interacting partners on a global genomic scale 

by digesting cross-linked chromatin and ligating physically interacting fragments together 

(Lieberman-Aiden et al., 2009). The resulting libraries are sequenced without further 

molecular enrichment for marks associated with any particular functional class of genomic 

elements, thereby creating a largely unbiased genome-wide map of chromatin architecture. 

Because the spatial resolution along the linear genome correlates with sequencing depth, the 

high complexity of these libraries requires deep sequencing to identify statistically 

significant interactions. Thus, the approach was initially used to identify megabase-scale 

Topologically Associated Domains (TADs) of chromosome organization (Dixon et al., 

2012). This high level architecture tends to be conserved across cell types and mammalian 

species, but the library complexity masks intra-TAD variation and less robust interactions. 

Efforts to create higher resolution maps of chromatin interactions require an order of 

magnitude more sequencing but are able to detect smaller conserved domains (Rao et al., 

2014).

A new paper by Schmitt et al. reports traditional Hi-C on 14 primary human tissues and 

describes computational methods to identify new features of genomic architecture. The 

authors designed an algorithm to normalize sequencing depth variation across tissues, which 

allows them to identify both TADs and cell-specific interactions. Consistent with the results 

from previous cell-based studies, the authors observed that TAD structure is stable across 

different human tissues. Beyond the resolution of TADs, however, high resolution chromatin 

loops have been described to partition the genome into smaller domains within the TAD 

structure (Rao et al., 2014). Reinforcing these previous observations, a subset of the 

interactions reported by Schmitt et al. represent a distinct set of such sub-TAD regulatory 

networks. The chromatin interactions within TADs show a remarkable degree of tissue 

specificity; approximately 40% of interactions are unique to one tissue type. These tissue-

specific interaction regions tend to be located near genes with tissue-specific expression, and 

they are enriched for marks of active enhancers. These findings can begin to be used to 

directly link genes with some of their non-coding regulatory elements and further 

demonstrate the diverse regulatory landscape across human tissues.

A second paper, by Javierre et al. (2016), defines even more specific chromatin interaction 

architecture using a variant of Hi-C that employs RNA oligonucleotides to enrich for 

interactions involving promoter sequences (Schoenfelder et al., 2015). This Promoter 

Capture Hi-C (PCHi-C) technology results in libraries with far lower complexity than 

standard Hi-C, greatly reducing the amount of sequencing required, and resulting in high-

resolution maps showing interactions between promoters and other loci. Javierre et al. 
applied this method to 17 primary human cell types from the hematopoietic lineage to 

further characterize the types of loci that interact with promoters and to understand how 

long-range interactions between promoters and other loci evolve during cell differentiation.

The observed interactions anchored on promoters span a median distance of ~300 kb, and 

the distal interacting partners do not always link to the closest gene by linear distance. 

Consistent with the Schmitt et al. (2016) study, these distal regions identified as interacting 

with promoters are enriched for chromatin marks associated with active enhancers. Javierre 
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et al. (2016) further investigate the biological role of promoter-interacting regions by 

comparing them to previously reported expression quantitative trait loci (eQTLs). 

Expression QTLs are identified by measuring gene expression in a population of cells and 

linking expression differences to alleles of a sequence variant (Cookson et al., 2009). Using 

published eQTL data from several cell types, the authors observe an enrichment for eQTLs 

in the promoter-interacting regions from the same cell types. In particular, distal regions are 

enriched for eQTLs that associate with the same interacting gene. This result supports that 

promoter-interacting regions have a functional regulatory role and that variation within 

promoter-interacting regions can be connected to potential gene targets.

One important finding from Javierre et al. (2016) is that in the hematopoietic lineage, 

chromatin architecture is highly dynamic, and lineage-specific interactions delineate the 

myeloid and lymphoid regulatory landscape. The regulatory complexities of the promoter-

interacting regions are schematically outlined in Figure 1. The first column is an example of 

an invariant interaction between a single promoter and multiple enhancers across all cell 

types. While invariant interactions are abundant, many interactions vary by cell type. 

Clustering the promoter-enhancer interactions shows a general divergence between 

interactions found in the myeloid and lymphoid lineages. Schematic examples of myeloid- 

and lymphoid-specific interactions are represented in columns 2 and 3 of Figure 1. These 

interactions are invariant within each lineage but divergent between the two cell lineages. 

Column 4 shows a CD4+ T cell-specific interaction, representative of cell type-specific 

interactions, which were also observed in other individual cell types examined. Surprisingly, 

approximately 80% of promoters had lineage- or cell type- specific interactions. Further 

showing the complexity of the regulatory network, in cells of the myeloid and lymphoid 

lineages the same promoter may be regulated through different enhancer interactions 

(column 5), and one enhancer can interact with different promoters in a lineage-specific 

manner (column 6). Javierre et al. (2016) cluster these highly specific interactions to create a 

detailed lineage tree of all 17 hematopoietic cell types that recapitulates the known 

relationships between different cell populations. Consistent with this, promoter-associated 

enhancers are predicted to be active in a manner that mirrors the cell type specificity of 

expression of the interacting gene. The authors combined their chromatin interaction data 

with enhancer annotations and clustered genes according to enhancer specificity for each 

cell type. This analysis identifies sets of genes that are dynamically regulated in different 

cell types across the hematopoietic tree. The correlation between cell type-specific enhancer 

activity and gene expression supports a functional role for these interactions in regulating 

cell fate and differentiation.

Interpretation of Genetic and Epigenetic Variation in Disease

Elucidating the mechanistic role of non-coding sequence variation in human disease remains 

an unmet challenge. Tissue- and cell type-specific annotations of regulatory elements 

generated by ChIP-seq are now widely available through the work of the IHEC members and 

individual investigators. These efforts represent an important first step in bridging this gap, 

and work is now being done to integrate these diverse maps together into high-confidence 

enhancer annotations to identify which disease-associated variants are most likely to impact 

gene regulatory sequences (Dickel et al., 2016). Chromosome conformation capture 
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techniques complement these datasets by linking tissue-specific enhancers with candidate 

gene targets, and such approaches are increasingly being used to interpret non-coding 

disease-associated variation (Martin et al., 2015; Won et al., 2016). Most studies thus far 

have focused on one specific cell type or tissue to prioritize GWAS variants. In contrast, 

Javierre et al. (2016) and Schmitt et al. (2016) analyze genome interactions across many 

tissue types or cell populations, increasing the specificity of the regulatory candidates. These 

elegant papers show that lineage- and cell type-specific regulatory regions are enriched for 

genetic variation from association studies of phenotypes with similar cell specificity. Javierre 

et al. (2016) also use lineage-specific interactions elucidated by PCHi-C to create a 

prioritized list of genes that may be implicated in disease through interactions with disease-

associated non-coding regions identified by GWAS. Their analysis combines genome 

interaction data with GWAS results to elucidate and prioritize candidate genes and pathways 

that may underlie human phenotypes. One type of interaction diagrammed in Figure 1 is 

“lineage-specific promoter interactions”. Hypothetically, the presence of a phenotype-

associated variant in an enhancer that interacts with two promoters in a relevant cell lineage 

would prioritize these genes over other nearby genes, thereby helping to narrow down the 

list of genes whose misregulation might underlie the phenotype. Javierre et al. (2016) outline 

how this strategy based on PCHi-C data can be used to complement eQTL-based 

approaches, which require variants to have detectable effects on gene expression in order to 

link a regulatory sequence to a target gene (Guo et al., 2015). Their results highlight the 

strength of using physical interaction data to link disease-relevant genes and enhancers.

Complementary to GWAS, epigenome-wide association studies (EWAS) identify changes in 

the epigenome that are associated with disease susceptibility. For example, previous EWAS 

studies have found associations between specific changes in DNA methylation and 

phenotypic status (Liu et al., 2013). Building upon the success of the FORGE software 

(Dunham et al., 2014), which intersects GWAS results with maps of DNase hypersensitive 

sites to determine which disease-associated variants fall into regulatory sequences, a new 

paper (Breeze et al., 2016) describes eFORGE, software designed to perform similar 

analyses for EWAS results. The new tool maps regions of differential methylation that have 

been implicated in disease through EWAS to regulatory regions genome-wide. Thus, 

eFORGE identifies potential mechanistic links between cell type-specific distal regulation 

and epigenome-wide association studies, information which could aid in the development of 

disease treatments.

The compelling new studies presented here use epigenomic data to assess the regulatory 

architecture across an impressive range of primary human cells and tissues. Their findings 

emphasize the cell type specificity of regulatory interactions and the dynamic nature of the 

regulatory networks, and this information will be valuable for the interpretation of human 

disease findings. While this Minireview focused on assessing non-coding variants from 

GWAS, cell-type specific interactions can also be used to interpret rare non-coding variation 

from whole genome sequencing studies (Weedon et al., 2014), a technology that is being 

adopted with increasing frequency for human disease studies. The computational and 

experimental resources from these epigenomic studies will be valuable for understanding 
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chromatin structure, as well as for facing the considerable challenge of linking non-coding 

variation with cell-specific mechanisms of disease.
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Figure 1. Lineage-specific interactions of promoters with non-coding regulatory sequences
Left: Javierre et al. (2016) used promoter capture Hi-C (PCHi-C) to systematically map 

interactions between promoters and promoter-interacting regions (PIRs) across 17 primary 

human hematopoietic cell types (left, 10 representative examples shown). Right: 

Comparison of PIR-promoter interactions across cell types reveals that some interactions are 

invariant across all cell types examined, while others are specific to major lineages or 

individual cell types. Importantly, some promoters interact with different sets of PIRs 

depending on cell type and, vice versa, some PIRs interact with different sets of promoters 

in a cell-type-specific manner.
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