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Abstract. Multipath scattering, or reverberation, takes a substantial toll on image quality in many clinical exams.
We have suggested a model-based solution to this problem, which we refer to as aperture domain model image
reconstruction (ADMIRE). For ADMIRE to work well, it must be trained with precisely characterized data. To
solve this specific problem and the general problem of efficiently simulating reverberation, we propose an
approach to simulate reverberation with linear simulation tools. Our simulation method defines total propagation
time, first scattering site, and a final scattering site. We use a linear simulation package, such as Field II, to
simulate scattering from the final site and then shift the simulated wavefront later in time based on the total
propagation time and the geometry of the first scattering site. We validate our simulations using theoretical
descriptions of clutter in the literature and data acquired from ex vivo tissue. We found that ex vivo tissue clutter
had a mean speckle SNR of 1.40� 0.23, which we could simulate with about 2 scatterers per resolution cell.
Axial clutter distributions drawn from an exponential distribution with a mean of 5 mm and at least 0.5 scatters per
resolution cell resulted in clutter that was statistically indistinguishable from the van Cittert–Zernike behavior
predicted by literature. © 2016 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JMI.3.4.046005]
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1 Introduction
Growing evidence indicates that reverberation-induced image
degradation is a widespread problem in ultrasonic imaging.1–4

A handful of methods are the sources of this degradation.
These include long-standing approaches, such as time-reversal,
and newer approaches, such as second-order ultrasound field
imaging and aperture domain coherence beamformers.4–8 We
recently introduced a model-based approach called aperture
domain model image reconstruction (ADMIRE).2,9 ADMIRE
eliminates clutter using a received signal model, which includes
modeling energy received from off-axis and reverberation scat-
tering sites. For ADMIRE to work correctly, it needs to be
trained with well characterized data. This means we need
data where it is known exactly which aspects of the signal
are clutter and which are clean signal from the receive focus.

To solve this training problem, we use simulated data.
Excellent methods exist that simulate reverberation and other
nonlinear effects, including the simulation tool developed by
Pinton et al.10 and the open-source k-wave tool developed by
Treeby et al.11 These methods work well, are realistic, and
allow input of physically meaningful parameters, but these
tools do not differentiate the various sources of the received sig-
nal (i.e., there is no way to perfectly segment the linear scatter-
ing component from reverberation). These methods are also
computationally slow compared to purely linear simulation
tools such as Field II and Fast Object-Oriented C++ Ultrasound
Simulator (FOCUS).12–14 To efficiently generate simulated
data that mimics reverberation, we introduced a pseudononlin-
ear simulation strategy that builds on existing efficient, linear
simulation packages.15 This approach allows for the rapid

simulation of many realizations of realistic clutter; furthermore,
the clutter component is known precisely. We used a similar
simulation approach in our previous work to train ADMIRE,
but this early simulation tool was not robustly validated and
did not maintain appropriate lateral correlation.2

As stated, the primary motivation for the proposed method is
to generate training data for advanced beamforming algorithms;
however, the method developed here may also provide insight
into the properties of reverberation encountered clinically.
Specifically, our results will show that there does not need to be
a fundamentally different model for coherent and diffuse clutter,
which are defined as distinct phenomena by Dahl and Sheth.1

Coherent clutter is defined as reverberation induced by distinct
layers, mostly parallel to the surface of the probe, whereas diffuse
clutter has a speckle-like appearance indistinguishable from tissue
scattering. We will demonstrate that the only difference between
the two types of clutter may be the varying number of multipath
sources scattering arriving at the transducer simultaneously.

First, we will describe our algorithm for simulating reverber-
ation using only existing, fast, linear simulation tools, and then
we will validate the simulated results against theory and ex vivo
tissue measurements.

2 Methods

2.1 Multiple Scattering

When conceptualizing the scattering from inhomogeneous
media with low amplitude scatterers, the Born approximation
is typically invoked.12 The approximation holds when the scat-
tering amplitude from inhomogeneities within the medium is so
low that scattering events beyond the first are inconsequential.
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The result is a linear scattering field. However, when some scat-
terers have sufficiently large impedance mismatches relative to
the surrounding material, higher order scattering becomes rel-
evant. In this case, pressure waves sampled by a transducer
may have been scattered two or more times. A primary effect
of these multiply scattered waves is to delay them in time rel-
ative to their arrival time after scattering only once, despite
returning from the same location.9

2.2 Pseudononlinear Simulation Algorithm

In typical linear simulations, tissue is approximated as discrete
point scatterers at specified locations.12,13 Similarly, in our pseu-
dononlinear simulations, reverberation is simulated based on a
set of 3 point scatterers as shown in Fig. 1. The first point indi-
cates the linear scattering arrival time location (~PLS), which fixes
the propagation time of the multiply scattered pressure wave.
(Scattering from ~PLS is never directly simulated.) The total
propagation time can be calculated as

EQ-TARGET;temp:intralink-;e001;63;546tLS ¼ 1

c
½ð~PLS · ~kþ ~PFoc · ~kÞ − k~PFoc − ~PLSk�; (1)

where ~PFoc is the location of the transmit focus and ~k is the unit
vector in the axial direction. The point ~PLS constrains the next
two points, which are the first point of scattering (~PTX) and the
last point of scattering (~PRX) of the multiply scattered pressure
waves. The time from transmit to the first scattering site, ~PTX is

EQ-TARGET;temp:intralink-;e002;63;450tTX ¼ 1

c
ð~PFoc · ~k − k~PFoc − ~PTXkÞ: (2)

The time from the final scattering site back to the transducer
is

EQ-TARGET;temp:intralink-;e003;63;390tRXð~PiÞ ¼
1

c
ðk~Pi − ~PRXkÞ; (3)

where ~Pi is the location of the i’th element in the transducer, but
for the purposes here, only the leading edge of the received
wavefront is required. The time spent between ~PTX and ~PRX
is computed as

EQ-TARGET;temp:intralink-;e004;326;752tms ¼ tLS − tTX −
~PRX · ~k

c
: (4)

The point ~PLS is randomly sampled first and then points ~PTX and
~PRX are repeatedly and simultaneously sampled until tms > 0. It
is worth noting explicitly that we do not consider what might
happen between ~PTX and ~PRX. The propagation between
these two points could be direct or it could involve additional
scattering, but this is not simulated. The vagaries of the propa-
gation that may occur between these two points are accounted
for by referencing the total multipath propagation time to the
propagation time of the matched linear scattering site—~PLS.

Point ~PLS was selected from uniform distributions covering
the region of interest in the axial and lateral dimensions. The lat-
eral positions of ~PTX and ~PRX were selected from a uniform dis-
tribution centered around the lateral location of ~PLS. For the axial
location, several different distributions were evaluated; for a given
scenario, the same distribution was always used for ~PTX and ~PRX .

Once the three points have been selected, the points are used
to simulate reverberation using a linear simulation tool. First, the
wavefront from only the final scattering site, ~PRX, is simulated
using Field II in pulse–echo mode. The pulse–echo simulation
introduces an unnecessary delay based on the transmit time to
~PRX calculated as

EQ-TARGET;temp:intralink-;e005;326;485tRXSimTX
¼ 1

c
ð~PFoc · ~k − k~PFoc − ~PRXkÞ: (5)

Next, we use tms, tRXSimTX
, and tTX to determine the appropriate

time delay for the simulated wavefront. This time delay is cal-
culated as

EQ-TARGET;temp:intralink-;e006;326;414tshift ¼ tTX þ tms − tRXSimTX
; (6)

where tRX is not considered when calculating tshift because that
delay is already present in the simulated data. Finally, we shift
the simulated data later in time by tshift. The time shift was
implemented using cubic spline interpolation.

The simulated reverberation radio frequency channel data
were normalized based on the energy impinging on ~PTX.
Channel data were simulated for a scatterer located along the
transmit focal axis at the same depth as ~PTX, referred to as
bbref . The peak magnitude of these data was compared to the
peak magnitude of channel data from ~PTX, referred to as
bb~PTX

. The scale factor a applied to the time-shifted channel
data returning from ~PRX was calculated as

EQ-TARGET;temp:intralink-;e007;326;250a ¼
max kbb~PTX

k
max kbbrefk

: (7)

2.3 Algorithm Implementation

We implemented the algorithm using Field II and MATLAB®

(Mathworks, Natick, Massachusetts),12,13 and we used the
parameters in Table 1 unless specified otherwise.

For the set of points that determined each reverberant scat-
terer, we drew ~PLS from a uniform distribution equal to the field
of view, which was 3-cm wide and extended axially from 2.4 to
3.6 cm. For most cases, the axial depth of ~PTX and ~PRX was
drawn from an exponential distribution with a mean of
5 mm. The lateral position was always uniformly distributed
with a width of 1 cm centered about the lateral position of
the corresponding ~PLS.

Fig. 1 A diagram is shown for the simulation geometry. ~PTX is the
point where the pressure wave is first scattered. ~PRX is the final scat-
tering location for the pressure wave returned to the transducer. ~PLS is
a reference point used to account for the unknown portion of the multi-
ply scattered energy. ~PFoc denotes the position of the transmit focus
and is important for determining propagation times.
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2.4 Ex Vivo Clutter Measurements

We compared simulated reverberation data to ex vivo measure-
ments of reverberation. Ex vivo measurements were made using
samples of porcine abdominal tissue obtained from other studies
after sacrifice. We acquired eight measurements of ex vivo rever-
beration from six samples of porcine abdominal wall tissue. The
ex vivo data were acquired by suspending tissue above a large
water tank and imaging with a 50-Hz pulse repetition frequency
(PRF). The low PRF ensured that reverberation measurements
were not corrupted by reflections from the edges of the water
tank. Signal that appears to arrive from below the tissue is con-
sidered energy that is time-delayed by multiple reflections and
is analyzed as reverberation clutter. The experimental setup and
acquired data resemble previous work by Hinkelman et al.16,17

used to measure wavefront distortion, but here we used a pulse–
echo configuration.

The data were acquired with a custom 192 channel
Cephasonics FirebirdTM ultrasound system and a 128 element
curvilinear array (Cephasonics, Santa Clara, California). Data
were acquired at 2.5 MHz with transmit and receive F∕#s of
1.5 and 1, respectively. A picture of the water tank and examples
of data with and without an abdominal wall sample of tissue are
shown in Fig. 2. The relevant simulations were adapted to match
the ex vivo measurement parameters.

2.5 Data Analysis

We evaluated the pseudononlinear simulation approach using
three different measures. When possible, we tried to compare
our simulated results to theoretical results in the literature.
The primary theoretical expectation is the van Cittert–Zernike
(VCZ) curve for multipath clutter described by Pinton et al.18

Because there are no other standard measures for multipath clut-
ter, we used ex vivo measurements of reverberation and we
quantified these outcomes with standard methods used to quan-
tify B-mode image statistics—namely speckle SNR and speckle
autocorrelation.19 The first measure—the VCZ curve—operated
on the ultrasound channel data. The last two measures operated
on the uncompressed B-mode data.

First, we compared our simulated data against theoretical
expectations for the VCZ curve. The VCZ theorem provides

an expectation of the spatial coherence of wavefronts scattered
from incoherent media. For instance, the expectation for the
VCZ curve of an incoherent object (i.e., a homogeneous diffuse
scattering medium) insonified by a focused beam is a triangle
function;20 whereas, others have shown that in the presence of
multipath scattering the expectation of the VCZ curve is a delta
function.18 The VCZ curve is calculated as
EQ-TARGET;temp:intralink-;e008;326;316

RðmÞ¼ tanh

�
1

N−m

XN−m−1

i¼0

tanh−1

×

2
64

Pn2
n¼n1 siðnÞsiþmðnÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn2

n¼n1 s
2
i ðnÞ

Pn2
n¼n1 s

2
iþmðnÞ

q
3
75
�
; (8)

where siðnÞ is the data record for the i’th channel in the aperture,
m denotes the channel lag, and N is the number of elements. We
used Fisher’s z-transform to convert the data to an approxi-
mately normal distribution to compute confidence intervals.
To ensure stable VCZ behavior, we simulated 48 independent
realizations of channel data for each scenario.

Next, we evaluated first- and second-order speckle statistics
on the reverberant clutter. In this case, we compared the simu-
lated statistics to ex vivo statistics. We determined the reverber-
ation scatterer densities required to achieve fully developed
speckle,19 and we examined the scatterer densities required to
match the ex vivo results. The speckle SNR was calculated as

EQ-TARGET;temp:intralink-;e009;326;92SNRspeckle ¼
μ

σ
; (9)

Table 1 Simulation parameters unless otherwise stated.

Parameter Value

Focal depth 30 mm

Transmit F∕# 1.5

Receive F∕# 1

f c 3 MHz

Lateral pitch λ∕2

Elevation height 8 mm

Bandwidth 60 %

Simulation f s 80 MHz

Speed-of-sound 1540 m∕s

Fig. 2 The water tank used for measurements of reverberation is
shown in (a), along with the Tegaderm bottomed container circled
in white. A close up of the tissue container with an ex vivo porcine
sample is shown in (b). An image with no tissue present is shown
in (c), while the same image with tissue present is shown in (d).
The image in (d) shows substantial energy returning from the
water, which is actually acoustic energy from the tissue after scatter-
ing more than once.
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where μ and σ denote the mean and standard deviation of uni-
form regions of an uncompressed image, respectively. We quan-
tified the lateral second-order speckle statistics using normalized
autocorrelation
EQ-TARGET;temp:intralink-;e010;63;708

ρðτ ¼ 0; χÞ

¼
PN−1;M−1

i¼0;j¼0 Xðti; xjÞXðti þ τ; xj þ χÞPN−1;M−1
i¼0;j¼0 Xðti; xjÞ2

PN−1;M−1
i¼0;j¼0 Xðti þ τ; xj þ χÞ2 ;

(10)

where Xð·Þ denotes the uncompressed B-mode data with N axial
and M lateral pixels. We only considered the behavior in the
lateral dimension.

2.6 Computational Efficiency

To demonstrate the computational efficiency of the pseudonon-
linear approach, we conducted timing simulations using the full
wave simulation tool developed by Pinton et al.10 and the pseu-
dononlinear tool proposed here. The full wave code was written
in C and compiled by Pinton at the University of North Carolina,
while our implementation of the pseudononlinear tool used
Field II with a MATLAB® wrapper to perform the additional
computations previously described. We simulated the same
size field of view for both the nonlinear and pseudononlinear
methods. We also matched frequency, bandwidth, and other rel-
evant imaging parameters. For the pseudononlinear simulations,
three levels of reverberant field scattering densities were simu-
lated: 0.05, 6, and 12 scatterers per resolution cell at the transmit
focus. In all cases, the linear scattering field was simulated with
12 scatterers per resolution cell at the focus. For all methods, 12
independent realizations were timed.

3 Results
We start by highlighting example images and channel data of
simulated reverberation clutter. Example image results from
the simulation approach are shown in Fig. 3. A 5-mm anechoic
cyst from only linear scattering is simulated and combined with
two realizations of clutter. The clutter in Fig. 3 represents the
signal generated by coherently summing the independently
simulated reverberant scatterers as shown in Fig. 4 before beam-
forming, envelope detecting, and compressing the signal. The
high-density realization of reverberation contains 16 scatterers
per resolution cell, while the low-density reverberation contains
0.03 scatterers per resolution cell. Both cases produce realiza-
tions of clutter that mimic scenarios that can be found clinically.
In the low-density example, the long lateral correlation length
mimics the type of clutter often seen around parallel structures
and in the extreme near-field. The high-density realization
resembles the persistent haze that can cloud low-quality B-
mode images.

To invite comparison, we also show examples of channel
data from the pseudononlinear simulation method and the
two methods used for reference—namely, ex vivo data and sim-
ulation data from the finite difference method used for the tim-
ing comparison. The examples are shown in Fig. 5. The most
striking qualitative difference between the various cases occurs
when comparing the ex vivo data acquired with a large pitch
(1.13λ) transducer to the fully sampled λ∕2 simulation data.21

In general, it is apparent that the reverberant echoes in all
cases lead to channel data with short correlation lengths across
the aperture.

Examples of channel data are shown in Fig. 6. We show sev-
eral levels of reverberation scattering density, and we include a
linear scattering simulation for comparison. Later, we will show
that the sampling distribution for the reverberation scatter posi-
tion is important, so examples from four different distributions

Fig. 3 Examples of simulated reverberation are shown individually and combined with a 5-mm anechoic
cyst simulation. The cyst simulation is shown in (a). High and low scatterer density realizations of rever-
beration are shown in (b) and (c), respectively. Both cases are combined with the 5-mm lesion to produce
simulations of a reverberation corrupted cyst, as shown in (d) and (e), respectively.
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are shown. From these examples shown, only two cases
[Figs. 6(d) and 6(f)] produce VCZ curves statistically indistin-
guishable from the expected delta function.

In Fig. 7, we demonstrate the VCZ curve for several scenarios
corresponding to the examples shown in Fig. 6. First, we show the

average VCZ curves for linear scattering and multipath scattering
along with their respective 95% confidence intervals. For visual
clarity, we exclude the confidence interval in the other plots, but
the intervals are essentially the same for all the reverberation
results. Second, we show the correlation curves generated from

Fig. 4 A simple example of the simulation process for a single reverberant scatterer is shown. In (a), a
normal linear simulation of a shallow scatterer at ~PRX is performed. Then, as described in our algorithm,
the wavefield in (a) is time shifted to a later time as shown in (b). The time shift is determined by the
locations randomly selected for ~PTX and ~PLS. The multiply scattered signal after beamforming delays are
applied is shown in (c) along with a linearly scattered wavefront for comparison. The linearly scattered
wave is flat after beamforming delays are applied but the multiply scattered wavefront remains curved.
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Fig. 5 Examples of the three different methods of generating or measuring reverberation clutter are
shown. All three examples show delayed but unsummed channel data. In (a) channel data acquired
below an ex vivo sample of porcine abdominal wall is shown. In (b) and (c) examples from the finite-
difference time domain method using for the timing comparisons are shown. Finally, in (d) and (e) exam-
ples of the pseudononlinear simulations developed here are shown. Two matched realizations of the
simulated data are shown because the simulations are conducted with a pitch corresponding to λ∕2,
but the ex vivo data have a pitch of 1.13λ. The full λ pitch in the simulations was accomplished by
summing adjacent elements before applying delays.
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simulations using different sampling distributions for the axial
position of ~PLS and ~PRX—all cases that varied the distribution
used 16 scatterers per resolution cell. In the graphs, thick lines
indicate portions of the VCZ curve that are statistically different
from the expected delta function at the 5% level. The third plot
shows the correlation curves for three different scatterer densities.
Only the lowest density fails to achieve a curve that is statistically
indistinct from the delta function. These results suggest the impor-
tance of shallow reverberation scattering sites over scatterer den-
sity in the development of completely decorrelated reverberation
clutter.

Speckle SNR is shown in Fig. 8 as a function of scatterer con-
centration for the reverberation simulation and comparison to the
matched measures of linear scattering SNR. The figure shows that
in both cases linear and multipath scattering converge to a
speckle SNR of 1.91, which matches theoretical expectations.19 At
low scatterer concentrations, the multipath SNR is much higher

than that of linear scattering, which may be caused by the larger
range of depths impacted by a reverberative scatterer compared to
a linearly scattered wavefront that is appropriately delayed. An
example of this is shown in Fig. 4(c).

Next, we report results from the eight ex vivo abdominal tissue
segments. We measured a speckle SNR of 1.40� 0.23, with val-
ues between 1.00 to 1.60. From Fig. 8, these SNR values can be
simulated using relatively low scatterer densities (about 2 scatter-
ers/resolution cell) compared to what is required for fully devel-
oped first-order speckle in linear simulations. We also computed
the lateral speckle autocorrelation full width half maximum in the
ex vivo tissue and in the reverberant clutter present below the tis-
sue. These results are shown in Fig. 9 along with matched sim-
ulations. The linear simulations use 12 scatterers per resolution
cell and the pseudononlinear simulations use 6 scatterers per res-
olution cell. There is reasonable qualitative agreement between
the ex vivo signal and the simulated signals. Finally, to support
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Fig. 6 Examples of delayed channel data are shown for a linear simulation and six different example
realizations of reverberation clutter generated from different scatterer densities and sampling distribu-
tions. Cases (d) and (f) are the only two that produce the VCZ delta function others have predicted
analytically.18,20
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our claim that this method is an efficient way to generate a large
number of simulated data sets, we show timing results in Table 2.
The results demonstrate that the pseudononlinear method is faster
than finite difference methods. This is not an unexpected result,

but it does provide a quantitative context for the increase in effi-
ciency. The pseudononlinear simulation’s run-time is proportion-
ate with the number of simulated scatterers.

4 Discussion
The proposed simulation method can be used to create bright,
streaky reverberation that extends across the field of view and
has been attributed to parallel abdominal tissue layers. The sim-
ulations can also be used to generate diffuse reverberation that
presents as a distributed haze. Both of these limiting cases
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Fig. 7 The VCZ curve is shown for simulations of multipath scattering
at the depth of the transmit focus (3 cm) for an F∕# of 1.5. Linear scat-
tering is shown for comparison. In each case, the curves agree with
the theory and observations from literature.18,20 The 95% confidence
band is shown in (a). The width of the 95% confidence interval is
nearly the same for the reverberation cases shown in (b) and (c).
The VCZ curves in (b) show the results from several different axial
sampling distributions with 16 scatterers per resolution cell. The
VCZ curves in (c) show different scatterer densities for the exponential
sampling distribution with mean of 5 mm. The thick portions of the
curves denote statistical difference from the expected delta function.

Fig. 8 Speckle SNR is demonstrated as a function of scatterer con-
centration for multipath and linear scattering. Both scenarios con-
verge to 1.91 as expected, but multipath scattering converges
more quickly. This is because the delayed multipath wavefronts
can retain substantial curvature resulting in a longer depth of interac-
tion. The increased depth of interaction increases the effective scat-
terer concentration for multiply scattered wavefronts.
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Fig. 9 Boxplots are shown for the estimated lateral autocorrelation full
width half maxima from linear data and multipath data generated
using ex vivo samples and simulations. The linear simulated results
contain 12 scatterers per resolution cell, while the pseudononlinear
simulations contain 6 scatterers per resolution cell. The ex vivo tissue
and linear data simulation results are comparable as are the ex vivo
clutter and pseudononlinear simulation results. The variability in the
clutter results is higher in both the water tank measurements and in
the simulations.
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qualitatively mimic the degradation observed in many clinical
images. It is relevant to note that both types of reverberation-
based clutter can be formed from the same mechanism; the
only difference being the number of echoes returning simulta-
neously. This may not reflect the actual underlying mechanism,
but our results do support the hypothesis that all forms of clutter
have the same root cause.

Our approach allows simulations of ultrasound B-mode and
channel data that includes the impact of reverberation, while
simultaneously maintaining our requirements of differentiating
between linear and nonlinear scattering components. This is use-
ful because it provides a means of precisely controlling the sig-
nal-to-clutter ratio, in addition to a true signal that can be used
for training advanced beamforming methods, such as ADMIRE.
In more realistic wave propagation simulation tools, identifying
a true signal is problematic, because the modifications required
to eliminate reverberation will also alter the linear signal
returning from the region of interest.

Our approach is certainly ad hoc. Specifically, the approxi-
mations that allow us to simulate reverberation using linear tools
are tenuous. However, we have validated our approach against
theory and experimental measurements, and at the very least, we
show that our approach provides data that is indistinguishable
from our expectations of reverberation. So, while our simula-
tions may not be mechanistically accurate, they are sufficient
for our expressed purpose. Despite these caveats, we do use
our results to hypothesize that “fully developed” clutter can
be achieved with only a small number of reverberant sources
and that the clutter encountered clinically is almost always
fully developed.

Finally, in our description of the algorithm, we restrict our-
selves to focused transmit sequences, because this still repre-
sents the majority of ultrasound image sequences. It is
straightforward to extend these methods to modern full field
insonification sequences. We anticipate that these extensions
will be of interest to the broader ultrasound imaging community,
because understanding and improving image quality in full field
insonification is an active area of interest.

5 Conclusion
We have demonstrated a method for simulating qualitatively
realistic reverberation. The proposed simulation is not as real-
istic as existing fully nonlinear simulation methods, but the
approach provides complete control. We found that the multi-
path simulations match observed statistics of the VCZ curve for
reverberation energy, and we have shown that we can simulate

B-mode speckle statistics that match ex vivo data. Finally, by
leveraging existing, efficient linear simulation tools, our pseu-
dononlinear approach is faster than fully nonlinear simulations.
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