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Summary

In animals, networks of clock neurons containing molecular clocks orchestrate daily rhythms in 

physiology and behavior. How various types of clock neurons communicate and coordinate with 

one another to produce coherent circadian rhythms is not well understood. Here, we investigate 

clock neuron coupling in the brain of Drosophila and demonstrate that the fly’s various groups of 

clock neurons display unique and complex coupling relationships to core pacemaker neurons. 

Furthermore, we find that coordinated free-running rhythms require molecular clock synchrony 

not only within the well-characterized lateral clock neuron classes, but also between lateral clock 

neurons and dorsal clock neurons. These results uncover unexpected patterns of coupling in the 

clock neuron network and reveal that robust free-running behavioral rhythms require a coherence 

of molecular oscillations across most of the fly’s clock neuron network.
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Introduction

Circadian clocks orchestrate daily rhythms of physiology and behavior. In animals, the 

master clock consists of a network of so-called “clock neurons,” each containing a 

molecular clock that generates molecular oscillations with periods of approximately 24 

hours (Herzog, 2007). Clock neurons coordinate their molecular clocks via inter-neuronal 

signaling to form a coherent clock network producing robust circadian rhythms (Welsh et al., 

2010). How this coordination occurs is not well understood.

Drosophila melanogaster is a valuable model system in which to investigate clock neuron 

communication and coordination. The Drosophila clock network consists of approximately 

150 clock neurons, several orders of magnitude fewer than those of mammals, yet it shares 

both anatomical and functional similarities with the mammalian clock network (Nitabach 

and Taghert, 2008; Vansteensel et al., 2008). Studies of the Drosophila clock network 

suggest that it is organized into multiple oscillatory units that are differentially coupled to 

one another (Hermann-Luibl and Helfrich-Forster, 2015; Yao and Shafer, 2014). At the heart 

of the clock neuron network rest two critical groups of neurons: (i) the ventral lateral 

neurons (LNvs), consisting of four pairs of large LNvs (l-LNvs) and four pairs of small LNvs 

(s-LNvs), both of which express the neuropeptide pigment-dispersing factor (PDF) and (ii) 

six pairs of dorsal lateral neurons (LNds) along with a pair of PDF-negative s-LNvs, also 

called 5th s-LNvs. The LNvs are required for the fly’s morning peak of activity, which 

commences in anticipation of lights-on, and are therefore considered to be the “Morning 

Oscillator” (Grima et al., 2004; Stoleru et al., 2004). The LNvs are also critical pacemakers 

that help maintain free-running rhythms in constant environments (Renn et al., 1999) and the 

PDF they express is important for inter-clock-neuron coordination (Lin et al., 2004; Peng et 
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al., 2003). The LNds and 5th s-LNv are important for the evening peak of activity, which 

commences in anticipation of lights-off, and as a group are considered the “Evening 

Oscillator” (Grima et al., 2004) (Figure S1).

The development of specific genetic drivers for a third group of clock neurons, the DN1ps 

(Figure S1), has recently made possible the experimental investigation of their function 

(Cavanaugh et al., 2014; Fujii and Amrein, 2010; Zhang et al., 2010a; Zhang et al., 2010b). 

Though there is some evidence that the DN1ps contribute to free-running circadian rhythms 

(Zhang et al., 2010a) most manipulations of these neurons suggest that they modulate 

circadian timekeeping rather than driving it. For example, recent work using specific genetic 

drivers to manipulate the DN1ps indicates they drive plasticity within the clock neuron 

network in the face of changing light and temperature conditions (Zhang et al., 2010b), act 

as conduits of circadian output in the brain (Cavanaugh et al., 2014; Fujii and Amrein, 2010; 

Zhang et al., 2010a), and shape daily activity profiles through promotion of sleep via the 

inhibition of lateral neurons (Guo et al., 2016). Are the DN1ps simply mediators and 

modulators of circadian outputs or are they, like the morning and evening oscillators, central 

to the production of coherent circadian rhythmicity?

Here we address the role that the DN1ps play in influencing the timing of the morning and 

evening peaks of activity through the creation of temporally mosaic brains, (e.g., (Smyllie et 

al., 2016; Stoleru et al., 2005)) and find that they influence the timing of locomotor activity 

peaks and are critical for the production of coherent free-running rhythms. Our results 

indicate that these neurons, in addition to their recently established modulatory and output 

functions, rest at the heart of circadian pacemaking, working in concert with the morning 

and evening oscillators of the central clock neuron network to create a coherent, free-

running circadian rhythm. In addition, our results reveal an unexpected influence of morning 

and evening oscillators on evening and morning peaks of activity, respectively, and establish 

that the evening oscillator and the DN1ps while both coupled to the morning oscillator, 

display unexpectedly distinct coupling relationships to the morning oscillator.

Results and Discussion

A quantitative approach to the measurement of activity peak phase in individual flies

Drosophila are crepuscular animals: they display a bout of activity around dawn (morning 

activity) and another major bout of activity around dusk (evening activity), the timing of 

which is thought to be controlled by a morning oscillator and an evening oscillator, 

respectively (Grima et al., 2004; Stoleru et al., 2004). Under 12hr:12hr light:dark cycles 

(LD) the morning and evening peaks of activity anticipate lights-on and lights-off, 

respectively (e.g., Figure 1A, middle panel). Speeding-up all the neuronal clocks by about 

five hours per cycle through the overexpression of a mutant form of the Doubletime (DBT) 
kinase, DBTShort (DBTS) (Muskus et al., 2007) using the pan-neuronal driver neuronal 
synaptobrevin-GAL4 (nSyb-GAL4) (Table S1) resulted in a slightly advanced morning peak 

and a more substantially advanced evening peak (Figure 1A, compare left to middle). When 

all the neuronal clocks were slowed-down by about three hours per cycle through the 

overexpression of DBTLong (DBTL) (Muskus et al., 2007), the expected delays of morning 

and evening peaks were not observed (Figure 1A, compare right to middle). This was likely 
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due to the masking effects of the light transitions, which induce an immediate increase of 

activity that is independent of the circadian clock (Wheeler et al., 1993). Indeed, when these 

flies were transferred to constant darkness (DD), both the morning and evening peaks of 

activity were observed to be delayed on the first day of DD (DD1) (Figure 1B). Thanks to 

the absence of masking effects, the DD1 activity profile reveals the endogenous timing of 

morning and evening peaks of activity. Highly similar results were observed using the 

widespread clock cell drivers timeless-GAL4 and Clock(856)-GAL4 to drive mutant forms 

of DBT.

The phases of morning and evening activity peaks are often inferred from the averaged 

activity profile of a population of flies (Zhang et al., 2010a; Zhang et al., 2010b). We sought 

to quantitatively measure the phases of morning and evening peaks for individual flies so 

that phases could be compared objectively between genotypes (e.g.,(Schlichting et al., 

2016)). By applying a zero-phase low-pass Butterworth filter to individual fly activity 

profiles we diminished random noise with periods of less than 14 hours (see Experimental 

Procedures for details), thereby allowing for the determination of activity peaks (Figure 1C). 

Using this approach, we determined the phases of morning and evening peaks on DD1 for 

single flies. Such single fly peak calculations were consistent with the overall population 

average activity profiles and allowed us to address variability within genotypes (compare 

Figure 1C–D to Figure 1B).

Morning and evening oscillators each influence both morning and evening peak phase

A functional molecular clock only in the morning oscillator supports the generation of a 

morning peak of activity while a functional molecular clock only in the evening oscillator 

supports the generation of an evening peak (Grima et al., 2004; Stoleru et al., 2004). When 

the morning oscillator was specifically sped-up through DBTS overexpression, the morning 

peak but not the evening peak was advanced (Figure 2A and Figure S2), consistent with the 

prediction of the dual-oscillator model (Stoleru et al., 2005). In contrast to the predictions of 

this model, when we slowed-down the morning oscillator through DBTL overexpression, the 

evening peak but not the morning peak was significantly delayed (Figure 2A and Figure S2). 

Here we used a conservative statistical analysis by comparing the experimental genotype to 

both GAL4 and UAS controls, using only the larger p value for our interpretation (see 

Experimental Procedures for details).

When the evening oscillator was specifically sped-up or slowed-down, the evening peak was 

significantly advanced and delayed respectively, but with smaller shifts compared to the 

clock manipulations in all neurons (compare Figure 2B to Figure 1D). Unexpectedly, the 

morning peak was also significantly delayed when the evening oscillator was slowed-down 

(Figure 2B and Figure S2). Finally, when the morning and evening oscillators were 

simultaneously sped-up or slowed-down, both the morning and evening peaks were shifted 

with magnitudes comparable to the shifts caused by manipulations in all neurons (compare 

Figure 2C to Figure 1D, and Figure S2). These results reveal that, in the context of a fully 

functional clock network, the morning and evening oscillators collaborate to control the 

timing of morning and evening activity peaks, with each oscillator imposing some control 

over both daily peaks of activity. Interestingly, the morning oscillator could advance but not 
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delay the morning peak (Figure 2A and Figure S2). In contrast, the evening oscillator could 

direct moderate advances and delays of the evening peak and could delay but not advance 

the morning peak (Figure 2B and Figure S2). Only when morning and evening oscillators 

were sped-up and slowed down in unison was there complete, bi-directional (i.e., advancing 

and delaying) control of both morning and evening activity peaks (Figure 2C). These results 

suggest that the control of circadian rhythms depends on a neural network that is more 

distributed than previously appreciated.

The morning oscillator can delay but not advance the evening oscillator

Previous work has yielded conflicting views of the coupling of the molecular clocks between 

the morning and evening oscillators. Using in situ hybridization to timeless mRNA, Stoleru 

and colleagues (2005) found that evening oscillator clock cycling was tightly coupled to the 

morning oscillator whose clocks were sped-up through the expression of the kinase Shaggy. 

In contrast, when Zhang and colleagues (2010a) slowed-down the morning oscillator 

through the knockdown of the casein kinase II (CK2) or via the down regulation of synaptic 

signaling, they observed little or no effect on the clocks within the evening cells. Using 

higher resolution imaging, Yao and Shafer (2014) found that the clocks of only two evening 

cells were coherently reset by slow-running (DBTL expressing) morning oscillator, revealing 

that a subset of the evening cells was tightly coupled to the decelerated morning oscillator. 

The mode of coupling between the morning and evening oscillators is therefore an important 

and still unsettled question.

In light of our previous finding that morning oscillator could delay a subset of evening cells 

(Yao and Shafer, 2014), we turned our attention to the apparent delay-specific influence of 

the morning oscillator on the evening peak phase of activity – the morning oscillator could 

delay but not advance the evening peak (Figure 2A). Our finding that the morning oscillator 

is not capable of advancing the evening peak (Figure 2A) leads to the prediction that the 

morning oscillator cannot phase-advance the clocks of any of the evening cells. To test this 

prediction, we specifically sped-up the morning oscillator through DBTS overexpression. On 

the third day under DD, the molecular rhythm of the morning cells was phase-shifted by 

about 12 hours when compared to controls (Figure 2D), consistent with the shortening the 

clock period by about five to six hours per (Muskus et al., 2007). As predicted, none of the 

evening cells were phase-shifted in their molecular rhythms when compared to controls 

(Figure 2D), indicating that none were phase-advanced by the morning oscillator.

To be sure that a failure to reset evening oscillator clocks was not due simply to morning 

oscillator period being outside the entrainment limits of the evening oscillator, we repeated 

this experiment but only sped-up the morning oscillator by about two hours per cycle 

through the overexpression of a hypomorphic allele of the Shaggy kinase (SGGHypo) 

(Martinek et al., 2001; Yao and Shafer, 2014). Even with this smaller period discrepancy, the 

morning oscillator failed to phase-advance any of the evening cells (Figure 2E). Therefore, 

while a subset of evening cells is tightly coupled to slowed morning cells (Yao and Shafer, 

2014), all evening cells fail to couple to sped-up morning cells. These results reveal that the 

morning oscillator exerts only a delaying influence on evening oscillator clocks and likely 

explain why the morning oscillator can delay but not advance the evening peak of activity.
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The morning oscillator can both advance and delay the molecular clocks of CRY-
expressing DN1ps

In contrast to the relative independence of the evening oscillator from the morning oscillator 

((Yao and Shafer, 2014; Zhang et al., 2010a); Figure 2D–E), there is evidence that DN1p 

clocks might be more sensitive to changes in morning oscillator speed. Zhang and 

colleagues (2010a) reported that PER rhythms of the DN1ps dampened when the morning 

oscillator was slowed-down by about six hours per cycle through the RNAi knockdown of 

casein kinase II β subunit (CK2β-RNAi) but were coherently phase-delayed when the 

morning oscillator was slowed-down by about two hours per cycle through the 

overexpression of the temperature-sensitive dominant-negative dynamin shibire (shits). It is 

unclear why these two manipulations of slowing-down the morning oscillator had different 

effects on the DN1p clocks, and it is unknown how the DN1p PER rhythm would respond if 

the morning oscillator was sped-up, although previous work using in situ hybridization to 

timeless mRNA to track clock cycling, found that DN1 clock cycling was tightly coupled to 

the morning oscillator accelerated through the expression of the kinase Shaggy. Are DN1ps 

coherently reset by the morning oscillator or do their clocks dampen in the face of period 

discrepancies?

Using CRY immunostaining to distinguish the CRY+ and CRY− subsets of the DN1ps, we 

found that the CRY− DN1ps expressed very low levels of PER and did not show strong PER 

rhythms under DD. In contrast, the CRY+ DN1ps expressed much higher levels of PER and 

displayed PER rhythms of a much higher amplitude, in both un-manipulated control flies 

and flies with altered morning oscillator speeds (Figure S3). These results are in agreement 

with previous work showing that the CRY− DN1ps do not maintain Timeless protein 

rhythms in DD whereas the CRY+ DN1ps support high amplitude Timeless cycling (Yoshii 

et al., 2009). Focusing on the CRY+ DN1ps, we found that their PER rhythms maintained 

high-amplitude PER cycling and were phase-delayed when the morning oscillator was 

slowed down via DBTL overexpression (Figure 3A, compare middle to left). Furthermore, in 

contrast to our results for the evening oscillator, CRY+ DN1p clocks were advanced by the 

morning oscillator even when it was sped-up by five to six hours per cycle through DBTS 

overexpression (Figure 3A, compare right to left). This result is consistent with the finding 

that DN1 tim mRNA rhythms (a group that included DN1as as well as both CRY+ and CRY− 

DN1ps) were phase-advanced when the morning oscillator was sped-up by about three hours 

per cycle through SGG overexpression (Stoleru et al., 2005). Thus, the molecular rhythms of 

CRY+ DN1ps are strongly coupled to those of the morning oscillator which can both 

advance and delay the molecular clocks of the CRY+ DN1ps.

We previously established that the delaying of molecular clocks in a specific subset of 

evening cells by the morning oscillator is mediated by PDF signaling (Yao and Shafer, 

2014). The coupling of CRY+ DN1ps to the morning oscillator is also likely to depend on 

PDF signaling, as the CRY+ DN1ps express PDF receptor (Im et al., 2011)and respond 

physiologically to synthetic PDF peptide (Seluzicki et al., 2014; Shafer et al., 2008). Given 

that PDF is required for molecular clock oscillations in the CRY+ DN1ps under constant 

conditions (Yoshii et al., 2009), we could not experimentally address this possibility. It is 

clear from our results that the DN1ps and the evening oscillator display fundamentally 
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different modes of coupling to the morning oscillator. The mechanistic basis of such 

differential coupling will be the focus of future investigation. One possibility is that the 

evening oscillator suppresses its receptivity to PDF specifically during times that would 

otherwise produce PDF-induced advances, whereas the DN1ps may not. Recent work has 

revealed a daily rhythm in the autocrine response of the morning oscillator to PDF (Klose et 

al., 2016). Similar mechanisms may shape the mode of PDF dependent coupling between 

the morning oscillator and its targets.

Speeding-up and slowing-down the CRY+ DN1p clocks modestly advanced and delayed the 

evening peak on DD1, respectively, whereas it had no significant effect on the morning peak 

(Figure 3B). Previous work on these neurons revealed that they could, when overexpressing 

DBTS, advance the morning peak but not the evening peak of activity under LD conditions 

(Zhang et al., 2010b). Under DD conditions however, these neurons drove evening peaks of 

activity when the remaining network lacked functional molecular clocks (Zhang et al., 

2010b). These results suggested that the contribution of the DN1ps to daily activity peaks 

depends on environmental light, driving morning activity in the light and evening activity in 

the dark. Thus, our failure to see morning peak effects was likely due to the absence of light. 

Our results reveal that the DN1ps can influence the evening peak of activity under constant 

darkness even when the remaining network supports normal timekeeping, further extending 

our understanding of the contributions these neurons make under constant darkness.

Simultaneously changing the molecular clock speed of the CRY+ DN1ps and the morning 

oscillator using a combination of Clk4.1M-GAL4 and Pdf-GAL4 revealed an even larger 

effect on the timing of morning and evening peaks by these two groups of clock neurons 

(compare Figure 3C to Figure 2A and Figure 3B). However, the CRY+ DN1ps and the 

morning oscillator together were still not capable of fully controlling the timing of daily 

activity peaks: the morning peak was not significantly delayed when the two groups of 

neurons were simultaneously slowed-down through DBTL overexpression (Figure 3C, 

especially when compared to the UAS-DBTL control shown in Figure 3B) and the 

magnitudes of evening peak advances and delays were smaller than those of whole-

neuronal-network manipulation (compare Figure 3C to Figure 1D). Thus, the morning 

oscillator and the CRY+ DN1ps together cannot determine morning and evening peak timing 

when the remaining network functions normally, whereas the morning and evening 

oscillators together are sufficient for such control.

Coherent free-running activity rhythms require molecular clock synchrony between the 
lateral and dorsal clock neurons

The Drosophila clock neuron network has long been modeled as a hierarchical network, with 

the morning oscillator functioning as a master pacemaker that dictates the pace of free-

running rhythms (Stoleru et al., 2005). This view was recently challenged, as several groups 

showed that the morning oscillator is not capable of coherently resetting free-running 

rhythms when its clock speed is genetically altered and revealed that clock neurons other 

than the morning oscillator (e.g., the evening oscillator) have independent control over free-

running rhythms (Beckwith and Ceriani, 2015; Guo et al., 2014; Yao and Shafer, 2014). It 

remains unaddressed whether there is a minimal set of clock neurons that can function as a 
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master pacemaker for the entire clock network, driving behavioral rhythms with their 

endogenous rhythm, despite discrepant timekeeping in the remaining neuronal oscillators. 

Given previous work (Zhang et al., 2010a) and our results above indicating that the evening 

oscillator is relatively independent from the morning oscillator in its molecular rhythms, and 

that the two sets of oscillators together can fully override the remaining network to set the 

phases of both morning and evening peaks, we hypothesized that the morning and evening 

oscillators could collectively constitute a master pacemaker for the entire clock network. We 

therefore predicted that changing molecular clock speed within these two oscillators 

simultaneously would result in a coherent resetting of behavioral rhythms under free-

running conditions.

Unexpectedly, the overexpression of DBTS and DBTL in both the morning and evening 

oscillators using the Mai179-GAL4 driver (Table S1) failed to coherently reset the free-

running periods of locomotor rhythms when compared to whole-neuronal-network 

manipulations (compare Figure 4B to Figure 4A, Table S2). We observed the same failure to 

fully reset rhythms with a second lateral neuron driver, DvPdf-GAL4 (Table S1) (Figure 4C 

and Table S2). Mai179-GAL4 and DvPdf-GAL4 drive expression in slightly different 

subsets of the lateral clock neurons (see Table S1 for details). A combined use of the two 

drivers should drive expression in all neurons of the morning and evening oscillators. 

However, even when every morning and evening oscillator neuron expressed DBTS and 

DBTL, free-running periods were not coherently reset (Figure 4D, Figure S3, Figure S4, and 

Table S2). Therefore, while the morning and evening oscillators together can fully control 

the timing of daily activity peaks, they are not sufficient for setting the pace for the entire 

clock network under free-running conditions.

As discussed above, the effects of DN1p manipulation have largely suggested that they act as 

accessory neurons within the clock neuron network, refining the timing of sleep and activity 

and mediating circadian outputs. Do DN1ps contribute to coherent free-running timekeeping, 

or do they modulate and mediate the output of a separate master clock? Although our results 

indicate that the morning oscillator can both advance and delay CRY+ DN1p clocks (Figure 

3A), we suspect that such resetting was not always complete, especially when a large clock 

speed discrepancy exists between the DN1ps and the morning oscillator. The failure of the 

morning and evening oscillators alone to coherently reset free-running locomotor rhythms 

led us to ask if the free-running period of the locomotor rhythm would be more coherently 

reset when the DN1p clock speed is altered simultaneously with those of the morning and 

evening oscillators. Changing the clock speed of only the CRY+ DN1ps had no clear effects 

on free-running period (Figure 4E and Table S2). Changing the clock speed in the CRY+ 

DN1ps and in large subsets of the morning and evening oscillator neurons simultaneously 

using a combination of Clk4.1M-GAL4 and Mai179-GAL4 drivers, or a combination of 

Clk4.1M-GAL4 and DvPdf-GAL4 drivers (see Table S1 for details) was still not sufficient 

to coherently reset free-running periods, especially when DBTS expression was driven by 

these GAL4s (Figure 4F–G, Figure S3, Figure S4, and Table S2). When the CRY+ DN1ps 

and every neuron of the morning and evening oscillators were simultaneously sped-up or 

slowed-down, through the combined use of Clk4.1M-GAL4, Mai179-GAL4, and DvPdf-
GAL4 drivers, free-running rhythms were greatly improved (Figure 4H, Figure S3, Figure 

S4, and Table S2) but still not completely and coherently reset, as even these flies displayed 
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a higher incidence of arrhythmicity, a higher variability in period, and weaker free-running 

rhythms relative to network-wide manipulations, especially for the DBTS experiments 

(Figure S3, Figure S4 and Table S2). This incomplete rescue of free-running rhythms 

indicates that strong free-running rhythms require coherence across a much larger network 

of neurons than previously appreciated. Nevertheless, given the improved rhythms attained 

through the inclusion of the CRY+ DN1ps along with the morning and evening oscillators, 

these results reveal that, in addition to their recently established roles as conduits and 

modulators of clock network output, the DN1ps make significant contributions to the 

establishment of coherent circadian rhythms.

The creation of temporal mosaics in mammals has revealed neuronal subsets in the 

suprachiasmatic nucleus (SCN, the central clock of the mammalian brain), that are capable 

of driving coherent free-running rhythms despite the presence of period discrepancies 

among SCN neurons. The expression of a dominant-negative form of Clock in the 

neuromedin S expressing neurons of the SCN produced coherent free-running locomotor 

rhythm with a period extended by one hour (Lee et al., 2015). Similarly, increasing or 

decreasing CK1 expression in the arginine vasopressin (AVP) expressing neurons of the 

SCN produced free-running rhythms that were 50 minutes longer and 30 minutes shorter 

respectively (Mieda et al.) However, the induction of SCN period discrepancies of a larger 

magnitude in approximately two-thirds of the SCN, via the CRE-mediated excision of the 

Tau CK1 mutation in dopamine 1a receptors expressing neurons, resulted in variable 

behavioral phenotypes, with ~60% of mice coherently displaying the induced 24-hour 

period, ~30% displaying coherent 20-hour mutant periods, and ~10% displaying unstable 

rhythms (Smyllie et al., 2016). These results were highly reminiscent of the effects of 

creating large period discrepancies between the morning oscillator and the remaining clock 

neuron network in Drosophila (Yao and Shafer, 2014). It appears therefore that the induction 

of large period discrepancies is required to fully gauge the extent to which coherence is 

required in the network for strong behavioral rhythms, which is likely the reason why 

coherent rhythms required larger subsets of the network for our DBTS manipulations 

compared to those of DBTL (Figure 4). Thus, in both flies and mammals, the determination 

of free-running period is a distributed function of clock neuron networks and when temporal 

discrepancies exist between oscillators the determination of period is remarkably stochastic 

(Smyllie et al., 2016; Yao and Shafer, 2014; Figure S4). Our results indicate that the 

neuronal subsets capable of setting the phase of activity under entrained conditions are not 

capable of coherently determining free-running period. Indeed, the determination of both the 

daily phase of behavioral outputs and the free-running circadian period is not centered on a 

few key oscillators. Rather, these critical functions are distributed over a remarkably large 

proportion of the clock neuron network.

Experimental Procedures

Fly strains

Flies were reared on cornmeal-sucrose-yeast media at 25 °C under 12-hour light: 12-hour 

dark (LD) cycles, or at room temperature under the quasi-diurnal conditions of the lab. All 
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of the fly strains used in this study have been described previously and are described in 

Supplemental Experimental Procedures.

Locomotor activity rhythm recording and analysis

Locomotor activity rhythms of adult male flies were recorded using the TriKinetics DAM2 

Drosophila Activity Monitors (Waltham, MA) as described previously (Pfeiffenberger et al., 

2010; Yao and Shafer, 2014). For the determination of morning and evening peak phases, 

DD1 activity profile of individual flies was filtered with a zero-phase low-pass Butterworth 

filter to diminish oscillations with periods of less than 14 hours (Levine et al., 2002). The 

morning and evening peaks were identified as local maxima of the filtered activity profile. 

An experimenter who was blind to the genotypes manually confirmed the accuracy of 

morning and evening peaks. The phases of morning and evening peaks of an experimental 

genotype were compared to those of the corresponding GAL4 and UAS controls using one-

way ANOVA and a Tukey’s multiple comparison test. Significance was only reported if the 

experimental genotypes differed significantly from both controls in the same direction. Only 

the larger p value was reported in the figures. The analysis of free-running activity rhythms 

was done using the ClockLab software from Actimetrics (Wilmette, IL) as previously 

described (Yao and Shafer, 2014). Detailed methods are described in Supplemental 

Experimental Procedures.

Immunocytochemistry

Immunostaining of whole-mount Drosophila brains was done as previously described (Yao 

and Shafer, 2014). Flies were entrained to LD cycles for a minimum of three days and then 

released into DD. Flies were collected every six hours for four time points on the third day 

under DD for DBTS overexpressing flies, and on the fourth day under DD for the other 

manipulations. Please see Supplemental Experimental Procedures for details.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. Quantitative measurement of morning and evening activity peak phase
(A–B) Population averaged activity profiles of nSyb>DBTS, nSyb-GAL4, and nSyb>DBTL 

flies in LD (A) and in DD1 (B). The white bars in (A) indicate the light period and the gray 

bars in (B) indicate the subjective light period.

(C) Raw activity profiles of single representative nSyb>DBTS, nSyb-GAL4, and 

nSyb>DBTL flies are plotted as bar graphs. Orange lines are activity profiles smoothed by a 

low-pass Butterworth filter. The morning and evening peaks are identified as local maxima 

of the filtered activity profile and their phases are indicated on the graphs (in hours) relative 

to the lights-on time for the morning peak and lights-off time for the evening peak. See 

Experimental Procedures for details.

(D) The average phases of morning and evening activity peaks in DD1 of the indicated 

genotypes. “0” marks the time of subjective lights-on for the left panel and the time of 

subjective lights-off for the right panel, times in which the light transitions would have 

occurred had the LD cycle continued. Dark gray indicates the subjective dark period and 

light gray indicates the subjective light period. The numbers of flies analyzed are indicated 

on the right of the phase panels. *** P < 0.001. Details of statistical analysis are described in 

Experimental Procedures. For all the plots, lines represent mean ± SEM (standard error of 

the mean).
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Figure 2. Morning and evening oscillators collaborate to control the timing of daily activity peaks
(A–C) The average phases of morning and evening activity peaks in DD1 of the indicated 

genotypes. Genetic manipulations were targeted to the morning oscillator in (A), the 22 

evening oscillator in (B), and both morning and evening oscillators in (C). See Table S1 for 

expression pattern of each genetic driver. “0” marks the time of subjective lights-on for the 

left panels and the time of subjective lights-off for the right panels. Dark gray indicates the 

subjective dark period and light gray indicates the subjective light period. The numbers of 

flies analyzed are indicated on the right of the phase panels. * P < 0.05; ** P < 0.01; *** P < 

0.001; ns, not significant. See Experimental Procedures for details of the statistics.

(D) Normalized PER immunostaining intensity of the s-LNvs (morning oscillator), the 5th s-

LNv (evening oscillator), and the LNds (evening oscillator) of UAS-DBTS control flies (left) 

and Pdf>DBTS flies (right).

(E) Normalized PER immunostaining intensity of different clock neuron classes of UAS-
SGGHypo control flies (left) and Pdf>SGGHypo flies (right). Note that for UAS>SGGHypo 

flies (left), the troughs of PER oscillations in s-LNv, 5th s-LNv, and LNd are all at CT12, 

whereas for Pdf>SGGHypo flies (right), the trough of PER oscillation in s-LNv is at CT6 
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while those of 5th s-LNv and LNd remain at CT12. All the data in this figure are presented as 

mean ± SEM.
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Figure 3. The CRY+ DN1p clocks are tightly and bidirectionally phased-coupled to those of the 
morning oscillator
(A) Normalized PER immunostaining intensity of the CRY+ DN1ps of Pdf-GAL4 flies (left), 

Pdf>DBTL flies (middle), and Pdf>DBTS flies (right). The PER rhythms of the s-LNvs 

(morning oscillator) and the 5th s-LNv (evening oscillator) are also shown for comparison.

(B–C) The average phases of morning and evening activity peaks in DD1 of the indicated 

genotypes. Genetic manipulations were targeted to the DN1ps in (B), and the DN1ps along 

with the morning oscillator in (C). “0” marks the time of subjective lights-on for the left 

panels and the time of subjective lights-off for the right panels. Dark gray indicates the 

subjective dark period and light gray indicates the subjective light period. The numbers of 23 

flies analyzed are indicated on the right of the phase panels. * P < 0.05; ** P < 0.01; *** P < 

0.001; ns, not significant. See Experimental Procedures for details of the statistics. All the 

data are presented as mean ± SEM.
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Figure 4. Coherent free-running rhythms require molecular clock synchrony in every neuron of 
the morning and evening oscillators as well as the CRY+ DN1ps
(A–H) Scatter plots of the predominant free-running periods of rhythmic GAL4 control flies 

and flies overexpressing DBTS and DBTL under the control of the indicated drivers. See 

Table S1 for details of the expression pattern of each GAL4 driver. For all the plots, lines 

represent mean ± SEM.
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