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In2O3-x(OH)y nanoparticles have been shown to function as an ef-
fective gas-phase photocatalyst for the reduction of CO2 to CO via
the reverse water–gas shift reaction. Their photocatalytic activity is
strongly correlated to the number of oxygen vacancy and hydroxide
defects present in the system. To better understand how such de-
fects interact with photogenerated electrons and holes in these
materials, we have studied the relaxation dynamics of In2O3-x(OH)y
nanoparticles with varying concentration of defects using two dif-
ferent excitation energies corresponding to above-band-gap (318-nm)
and near-band-gap (405-nm) excitations. Our results demonstrate
that defects play a significant role in the excited-state, charge re-
laxation pathways. Higher defect concentrations result in longer
excited-state lifetimes, which are attributed to improved charge
separation. This correlates well with the observed trends in the
photocatalytic activity. These results are further supported by den-
sity-functional theory calculations, which confirm the positions of
oxygen vacancy and hydroxide defect states within the optical
band gap of indium oxide. This enhanced understanding of the
role these defects play in determining the optoelectronic proper-
ties and charge carrier dynamics can provide valuable insight to-
ward the rational development of more efficient photocatalytic
materials for CO2 reduction.
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Concerns over climate change and the projected rise in global
energy demand have motivated researchers to develop al-

ternative, more sustainable ways to generate energy from natu-
rally abundant and renewable sources (1–3). An important challenge
associated with using renewable energy sources, such as solar, is their
inherent intermittent nature (4–6). The emerging field of solar fuels
seeks to address this issue by storing radiant solar energy in chemical
bonds, which can then be released on demand and act as a drop-in
replacement for traditional fossil fuels (7–11). By using the green-
house gas, CO2, currently regarded as a waste product, as a feed-
stock and converting it into valuable products such as solar fuels or
platform chemicals, we could simultaneously address concerns over
climate change and energy security while creating significant eco-
nomic benefits (12–14). However, despite recent advances in the
development of active materials that can drive the photocatalytic
reduction of CO2 into useful chemical species, much remains un-
known about the fundamental physical properties that control the
activity of a photocatalyst. To facilitate the rational development and
improvement of photocatalytic materials, a detailed understanding
of the complex interplay between chemical, optical, and electronic
processes is needed.
Indium oxide has many favorable optical, electronic, and sur-

face properties that make it a compelling choice as a photocatalyst
for CO2 reduction. It has a relatively high conduction band, and
common defects such as oxygen vacancies (Ov) have been shown
to cause electron accumulation on its surfaces (15), both of which
could aid in facilitating electron transfer to adsorbed molecules

such as CO2. Additionally, indium oxide is also very stable under
illumination, unlike other similarly promising semiconductors such
as metal sulfides, which can degrade under illumination, particu-
larly in the presence of water (6, 16).
Previously, our group has demonstrated that highly defected

nanostructured In2O3-x(OH)y functions as an effective gas-phase
photocatalyst for the reduction of CO2 to CO via the reverse
water–gas shift reaction (RWGS) (17–20). Notably, the photo-
catalytic activity was found to be strongly correlated to the number
and the type of defects present in the material. In particular, a
combination of both Ov and hydroxides (OH) appeared to be
necessary to facilitate efficient CO2 reduction at the surface of
indium oxide. To gain insight into how the efficiency of this
photocatalyst could be improved and extended to other more
earth-abundant materials, we sought to probe more deeply into
the optoelectronic properties of defected In2O3-x(OH)y. The
goal of this study is to improve our understanding of how pho-
togenerated electrons and holes, which are essential to photo-
catalytic activity, are impacted by the presence of defects in
these materials.
Defects such as vacancies and hydroxyl groups, in particular,

have been shown to have a substantial impact on the carrier
relaxation dynamics (21–26). Generally, defects are associated
with the creation of mid-band-gap states. These defect states can
function as electron or hole traps that facilitate charge separa-
tion, thereby prolonging excited-state lifetimes. Conversely, they
can also act as charge recombination centers that facilitate the
rapid recombination of photoexcited electrons and holes, re-
ducing excited-state lifetimes. Their chemical nature and loca-
tion within the band gap largely determine their role in the
relaxation pathway (21–24, 27). In metal oxides, both bulk and
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surface oxygen vacancies can act as traps for excited-state electrons
(27–29), whereas surface hydroxyl groups typically function as
hole traps (21, 27). Transient absorption (TA) spectroscopy has
been used extensively to understand the processes that govern
the relaxation dynamics of photoexcited electrons and holes and
has been successfully applied to the study of midgap states in
metal oxides (21, 22, 26, 27, 30–34). By studying highly defected
materials and modeling the TA decay as a function of defect
concentration, time, and excitation wavelength, a more detailed
understanding of the dominant charge carrier relaxation pro-
cesses can be obtained (22–24).
Although the optoelectronic properties of indium oxide have

been widely studied in relation to its use as a transparent con-
ductive oxide material (29, 35, 36), to our knowledge only
Tsokkou et al. have looked at these processes in detail using TA
spectroscopy (37, 38). They investigated excited-state lifetimes in
In2O3 nanoparticles (37) and gold-decorated In2O3 nanorods
(38) and their dependence on the pump fluence, and indicated
that both shallow and deep trap states played a significant role in
the carrier dynamics. However, these In2O3 samples were pre-
pared at very high temperatures (1,000 °C and 700 °C, respec-
tively) and are essentially stoichiometric, containing a minimal
numbers of defects and in our experience photocatalytically in-
active. To understand how these processes proceed in pho-
tocatalytically relevant samples with much higher defect
densities, a detailed understanding of the charge carrier relaxation
dynamics in highly defected indium oxide In2O3-x(OH)y samples
is necessary.
In this work, we have used TA spectroscopy to study the re-

laxation dynamics of three photocatalytically active In2O3-x(OH)y
samples prepared with varying concentrations of surface OH
and Oy defects. We use two different excitation energies cor-
responding to above-band-gap (318-nm) and near-band-gap
(405-nm) excitation to better understand how excited-state charge
carriers with different potential energies interact with the dif-
ferent defect states available within the samples. By studying
these two photocatalytically relevant excitation regimes, we can
gain a better understanding of how In2O3-x(OH)y might behave
under broadband solar irradiation. We also examine the most
active photocatalyst under several relevant atmospheres––Ar,
H2, and CO2––to better understand how the presence or absence
of interacting surface species affects charge carrier relaxation
dynamics. Using multiexponential functions to fit the data, we
are able to extract information on various relaxation processes
occurring within the sample at both short and long time scales.
We then use hybrid density-functional theory to calculate both
the density of states (DOS) and partial density of states (PDOS)
for pristine and defected indium oxide (111) surfaces to gain a
deeper understanding of how the presence of defects alters the
electronic structure of our indium oxide samples. Finally, we
discuss the role the defect states play in determining photo-
excited, charge carrier localization, excited-state lifetimes, and
ultimately the resultant photocatalytic activity. Our results dem-
onstrate that defects play a significant role in the excited-state
charge carrier relaxation pathways, which ultimately determine the
photocatalytic activity occurring on longer time scales. This en-
hanced understanding of the interplay between the optoelectronic
properties and photocatalytic activity of defected In2O3-x(OH)y
can help to facilitate the rational design and synthesis of efficient
photocatalytic materials.

Results and Discussion
Physical Characterization of the In2O3-x(OH)y Nanoparticles. To gain a
better understanding of the role that surface and bulk defects have
in determining the optoelectronic properties of indium oxide
nanoparticles, we prepared indium oxide samples with differ-
ent concentrations of Ov and surface OH groups, which was
achieved by controlling the calcination temperature during the

thermal dehydroxylation reaction of the precursor indium hydrox-
ide. The atomic rearrangement and associated loss of water from
the lattice during the conversion of cubic indium hydroxide to cubic
bixbyite indium oxide require significant thermal energy and will not
occur below 210 °C (39). As the calcination temperature is in-
creased, there is more thermal energy available to allow atomic
rearrangement that minimizes the surface energy (40). This affords
significant control over the nature and density of defects present in
the final material. Indium oxide samples, prepared at temperatures
close to this transition temperature, do not have sufficient thermal
energy to enable the passivation of many of the defects formed. As
a result, they contain a higher proportion of defects such as residual
surface hydroxide groups and coordinatively unsaturated indium
sites (oxygen vacancies), which could play a significant role in de-
termining the optoelectronic properties responsible for driving the
photocatalytic reduction of CO2. To this end, we prepared indium
oxide samples calcined at three different temperatures: 250 °C,
350 °C, and 450 °C. For clarity, these samples will be henceforth
referred to as I-250, I-350, and I-450, respectively.
Fig. 1 shows the high-angle angular dark field (HAADF) scan-

ning transmission electron microscope (STEM) images of the three
samples. The high-resolution images (Fig. 1, Right) indicate that all
three In2O3-x(OH)y samples are highly crystalline. After carefully
surveying STEM data, we found no evidence of preferred facets for
any of the samples. We consider our samples to be isotropic, with
many different exposed crystal surfaces. The lower-resolution im-
ages (Fig. 1, Left) show that, as expected, the sample morphology
changes with increasing temperature. The I-250 sample exhibits the
smallest particle size and highest porosity with a Brunauer–
Emmett–Teller (BET) surface area of 125 m2/g. I-350 has slightly
larger particles and exhibits more faceting than the I-250 sample;
however, the morphology is still relatively similar to the I-250
sample, and the BET surface area is also 125 m2/g. The morphology
of the I-450 sample comprises much larger particles and reduced
porosity relative to the other two samples, as is also reflected in its
BET surface area of 89 m2/g. This can be attributed to the mini-
mization of surface energy at higher calcination temperatures,
resulting in increased particle size, passivation of defects, and re-
duction in dangling surface bonds.
The powder X-ray diffraction (PXRD) patterns shown in Fig.

2A further confirm the crystalline nature of the In2O3-x(OH)y
samples. All three samples are composed of pure crystalline
bixbyite indium oxide with no evidence of other phases. The
FWHM of the PXRD peaks decreases with increasing calcination
temperature (see also SI Appendix, Fig. S1), indicating an increase
in crystallite size, correlating well with the STEM data presented
in Fig. 1. Fig. 2B shows the X-ray photoelectron spectroscopy
(XPS) O1s core-level spectra for the three samples. The main
portion of the peak is centered around 530 eV and is associated
with indium oxide. The shoulder peak at higher binding energies,
which decreases with decreasing calcination temperature, is
commonly attributed to a combination of defects with contribution
from both oxygen vacancies, with a peak centered around 531 eV,
and hydroxides, with a peak centered around 532 eV (35, 41). The
light-gray curves in Fig. 2B represent a qualitative deconvolution,
scaled by 60%, of the O1s spectrum of the I-250 sample, and are
intended for illustrative purposes only. These data provide further
evidence that the amount of defects present in the three samples
decreases with increasing calcination temperature.
Despite this change in morphology and defect concentration,

the diffuse reflectance spectra and band-offset diagrams (shown
in SI Appendix, Fig. S2) indicate that the steady-state absorption
properties of the three samples are remarkably similar. All three
samples show an absorption onset around 425 nm, which cor-
responds to a band gap of around 2.9 eV, consistent with other
reports in the literature (35). This would suggest that defects and
surface morphology do not significantly affect the photonic prop-
erties in the steady-state regime.
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Photocatalytic Activity Correlates with Defect Concentration. The
non–steady-state nature of photoexcitation is clearly evident
from photocatalytic activity measurements. Fig. 2C demonstrates
that the photocatalytic activity of the In2O3-x(OH)y samples de-
creases with increasing calcination temperature. Even when nor-
malized to surface area (SI Appendix, Fig. S3), this trend in

photocatalytic activity remains. We attribute this effect to a decrease
in the number of active defect sites, specifically surface hydroxides
and oxygen vacancies, within the material (18). In a separate study,
which combined theoretical simulations and kinetics experiments,
we have confirmed that both hydroxides and oxygen vacancies
are needed at the active site to facilitate the reduction of CO2 to
CO (17). Significantly, we were able to demonstrate that there is a
20-kJ/mol reduction in the apparent activation energy for the light-
driven reaction relative to the dark reaction, indicating that light
plays an important role in activating this defected In2O3-x(OH)y
material to facilitate photocatalysis on its surface. This indicates the
inherent role of defects is in modifying the excited-state properties
of the photocatalytic surface as analyzed below in detail.

Excited-State Charge Carrier Dynamics in In2O3-x(OH)y. TA spec-
troscopy was conducted to study the excited-state carrier dy-
namics of In2O3-x(OH)y and understand how photogenerated
electrons and holes interact with these catalytically relevant de-
fects. In TA spectroscopy, an ultrafast, single-wavelength laser
“pump” pulse is used to put the sample into an excited state. It is
then followed by a second broadband laser “probe” pulse, which
measures the excited-state absorption spectra of the sample at
different time delays after the initial excitation. Fig. 3 shows the
TA spectra of the three In2O3-x(OH)y samples measured in air
at different time delays between pump and probe pulses. Both
higher-energy above-band-gap (318-nm, 3.90-eV) and lower-
energy near-band-gap (405-nm, 3.06-eV) pump pulses were used
to excite the samples. These two excitation wavelengths allow a
comparison between the different valence-band regions in In2O3,
with near-band-gap transitions being optically forbidden in a
pure, defect-free In2O3 crystal (36). The signal-to-noise ratio
varies with the thickness of the irradiated area of the sample,
which is not well controlled in the drop-cast films. Excitation
wavelengths above 405 nm were not used, as the relatively low
absorbance of the material falls rapidly with increasing wave-
length in this region (SI Appendix, Fig. S1).
Above-band-gap excitation (318 nm) leads to distribution of

excited-state absorption with similar intensity throughout the vis-
ible and near-IR regions of the spectra (Fig. 3 A–C). There does
not appear to be any significant difference in the spectral shapes
between the samples, indicating that the relaxation processes are
similar for all three samples when excited with above-band-gap
light energy (318 nm). On the other hand, near-band-gap excita-
tion (405 nm) results in substantial differences in the transient
absorption spectra when comparing between samples (Fig. 3 D–F).
The same broad, featureless absorption in the visible region is
observed for all samples; however, I-250 shows a significantly
higher absorbance in the near-IR, which does not decay down to
the baseline even at long delay times (>3 ns) when measured in

Fig. 1. HAADF STEM images of the In2O3-x(OH)y samples. (A and B) I-250,
(C and D) I-350, (E and F) I-450. In the high-resolution images (B, D, and F)
the zone axis labels of [110], [001], and [112] indicate the zone axes of the
viewing direction.

Fig. 2. Physical characterization of the In2O3-x(OH)y samples. (A) PXRD; (B) O 1s X-ray photoemission spectra; and (C) photocatalytic activity of the In2O3-x(OH)y
samples under 800-W m−2 (0.8 suns) illumination at 150 °C and confirmed using 13C isotope tracing.
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air. The broad, featureless absorption in the visible region ob-
served in all spectra is indicative of the formation of coulombi-
cally bound excitons (22, 27, 42). The presence of enhanced
near-IR absorption is attributed to charge carriers in shallow
trap states created by defects within the material, such as oxygen
vacancies and surface hydroxyl groups (21, 22, 26). Both trapped
electrons and trapped holes may contribute to this near-IR sig-
nal. Under 405-nm excitation, this near-IR signal decreases with
increasing sample calcination temperature which is consistent
with the loss of oxygen vacancies and surface hydroxyl groups
due to surface defect passivation at higher temperatures.
Because the excitation wavelength determines the initial po-

tential energy of the excited-state charge carriers, it is possible to
generate different distributions of populated states. Using near-
band-gap excitation, trap states and shallow donor (acceptor)
states near the conduction (valence) band edge can be directly
excited (27). The lower potential energy of the photogenerated
charge carriers means they are more likely to be trapped at these
localized surface states, leading to longer-lived excited states.
Because the population of these oxygen vacancy and surface
hydroxyl donor and acceptor states is highest in I-250 and de-
creases with increasing calcination temperature; this could ex-
plain the difference in near-IR signal. On the other hand, 318-nm
excitation produces higher-energy charge carriers, which are
more mobile and able to access many different relaxation path-
ways, resulting in shorter excited-state lifetimes. The absence of a
substantial near-IR signal likely indicates that this above-band-gap

excitation does not relax via the same localized surface trap
pathway as with the 405-nm excitation.
Because the presence or absence of atmospheric gases can have a

significant effect on the dynamics of carriers trapped at a metal oxide
surface (43), we also examined our most photocatalytically active
sample, I-250, under several relevant gas atmospheres. Fig. 4 shows
the TA spectra under 405-nm excitation of I-250 films, which were
grown inside of a quartz photochemical cell, and subsequently
purged with either Ar, H2, or CO2 gas and then sealed (see SI Ap-
pendix, Fig. S4 for a comparison of all three atmospheres with air
after a time delay of 2 ps). As these results show, the dynamics in
these three atmospheres are somewhat distinct from experiments
performed in air, which we attribute to the ability of the different
gases to interact with the indium oxide surface. Indium oxide has an
electron-rich surface, so gases such as O2, which are good electron
acceptors, can interact with the surface and influence the electron
density, making charge recombination less likely (44). A non-
interacting gas such as Ar does not exhibit such an effect, as the lack
of adsorbates to serve as scavengers or additional trap sites facilitates
more rapid electron–hole recombination, resulting in faster decay
processes and the noticeably flat TA spectra shown in Fig. 4A.
Under CO2, a stronger effect on the relaxation dynamics is observed
than under Ar, exhibiting weak signals in the near-IR and in the
visible (Fig. 4B). Our previous work with these materials has shown
that CO2 binds weakly to the surface of defected indium oxide,
generally as carbonate, bicarbonate, and formate species (17, 18).
These weakly adsorbed species could impact the relaxation dynamics
by altering the energetics of the surface. Indeed, it is interesting to

Fig. 3. TA spectra at different time delays between pump and probe pulses of the In2O3-x(OH)y samples excited with above-band-gap (318-nm, 0.241-mJ cm–2

incident fluence) light (A–C) and near-band-gap (405-nm, 0.657-mJ cm–2 incident fluence) light (D–F). The data gap centered at ∼1.53 eV (809 nm) is due to the
strong residual laser fundamental in the probe beam, which led to poor data within this region.
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note that at longer times, the near-IR signal has decayed back to the
baseline while the visible signal, which is generally associated with
trapped holes, remains. CO2 is a weak electron acceptor, so it is
possible that some electron density has been removed from the
sample through interaction with surface-bound CO2 species, leaving
behind excess holes. H2, on the other hand, interacts strongly with
the indium oxide surface, exhibiting a substantial effect on the
charge carrier relaxation dynamics, both in the near-IR and the
visible regions of the spectra. Previously we have demonstrated that
H2 dissociates heterolytically at defect sites created by an oxygen
vacancy having low In coordination adjacent to a surface hydroxide
group (17). This produces an indium hydride at the indium atom
that was previously adjacent to the oxygen vacancy (and therefore
coordinatively unsaturated) as well as a protonated surface hydroxyl
group, which now more closely resembles a surface-bound water. It
is clear that this type of interaction results in substantially altered
relaxation dynamics, as shown in Fig. 4C. Note that on the short
time scales (femtosecond–nanosecond) examined in Figs. 3 and 4,
charge scavenging by interacting gases, which typically occurs on the
nanosecond–microsecond time scale, is not expected to dominate.
Instead, the majority of the transient signal decay in this time re-
gime (<500 ps) is likely due to recombination and relaxation of
charge carriers into deeper trap states (45).

Modeling Excited-State Charge Carrier Relaxation in In2O3-x(OH)y. To
better understand the complex processes apparent in the TA
spectra, we used a multiexponential decay function to model the
different charge carrier relaxation dynamics in the material. Each
data set, collected with a single pump wavelength, incident pump
fluence, and a series of probe wavelengths (λ), was fit to a sum of
exponentials

ΔAðλ, tÞ=   A0ðλ, t≥ 0Þ+ f ðtÞp
X4

n=1

AnðλÞe−t=τnðλÞ, [1]

where An and τn are the amplitudes and time constants for the
exponential decays, respectively, A0 is a constant term (for signal
not decaying over the maximum time scale measured by the
experiment, which is 2–3 ns), f is the instrument-response func-
tion (a Gaussian of width 240 fs, empirically measured using
blanks), and the “*” operator represents convolution (27). We
did not constrain the fitting to a specific number of decay pro-
cesses, but rather let it vary as needed to obtain the best fit of the
data, using up to a maximum of four exponential terms. This is
indicative of the many different relaxation pathways and associ-
ated trap states that can occur in such highly defected metal
oxides (24, 27, 37). Analyzing the exponential decay processes

in this manner across the entire spectral region gives us a more
comprehensive picture of the different relaxation pathways pre-
sent within the In2O3-x(OH)y samples. Representative fits are
shown in SI Appendix, Fig. S5.
The samples have multiple decay pathways extending over

multiple time scales, including those which have time constants
much longer than can be measured with a translation stage for
pump–probe delay. Therefore, we have divided the discussion
into the fraction of the signal whose decay can be followed
(amplitudes and time constants A1–4 and τ1–4, respectively) and
the longer-lived fraction (A0). For the picosecond–nanosecond
decays, we define the amplitude-weighted average time constant

hτðλÞi=
P4

n=1AnðλÞτnðλÞP4
n=1AnðλÞ

. [2]

SI Appendix, Figs. S6–S15 summarize time constants extracted
from fitting the exponential decay curves at various wavelengths
and pump fluences for I-250, measured in air (SI Appendix, Figs.
S6, S10, and S11), Ar (SI Appendix, Fig. S7), CO2 (SI Appendix,
Fig. S8), and H2 (SI Appendix, Fig. S9) atmospheres. The aver-
age decay times in all cases vary little as a function of probe
wavelength throughout the visible midgap region. This confirms
that electrons and holes within the material do not relax inde-
pendently of one another on short time scales and instead be-
have as coulombically bound excitons, as discussed above (27).
The fastest time constants (SI Appendix, Figs. S6 C and D, S7B,

S8B, and S9B) can be attributed to several relaxation pathways. One
is the redistribution of charge carriers among shallow states close in
energy to the initial excited state, which typically occurs within the
first few picoseconds after photoexcitation (24, 27), although this
process is often much faster. For example, initial trapping of free
carriers in anatase TiO2 was reported to occur in less than ∼200 fs
(27). The behavior is modified by the presence or absence of ad-
sorbates at the surface. The fastest time constants under air and
CO2 (SI Appendix, Figs. S6C and S8B), can be as much as two
orders of magnitude larger than that in Ar (SI Appendix, Fig. S7B),
which is likely related to the effect surface adsorbed O2 and CO2
have on the number and distribution of trap states in I-250. In-
terestingly, under H2, the fastest time constant is 1–2 orders of
magnitude smaller than that in air or CO2 (SI Appendix, Fig. S9B)
and only slightly larger than in Ar, which may be related to the type
of trap states created by the heterolytic dissociation of H2 on the
surface of I-250. Because, as we demonstrate herein, the effect of
different gas atmospheres can have a substantial effect on the re-
laxation dynamics, to simplify the number of variables and because
of the substantial literature precedent for using air (21, 22, 27, 45)

Fig. 4. Transient absorption spectra at different time delays between pump and probe pulses of the In2O3-x(OH)y samples excited with near-band-gap
(405-nm) light: (A) in Ar, 0.657-mJ cm−2 incident fluence; (B) in CO2, 0.445-mJ cm−2 incident fluence; (C) in H2, 0.643-mJ cm−2 incident fluence The data gap
centered at ∼1.53 eV (809 nm) is due to the strong residual laser fundamental in the probe beam, which led to poor data within this region.
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we carried out the most extensive comparison of samples and ex-
citation conditions in air as discussed below.
Decay processes occurring on these short time scales can also be

attributed to the second-order relaxation dynamics, such as Auger
recombination, which involves nonradiative energy transfer between
multiple charge carriers. Tsokkou et al. have demonstrated that
Auger recombination processes occur in In2O3 within the first
∼10 ps and become a significant relaxation pathway at pump flu-
ences above 3 μJ cm–2 (37, 38). Auger recombination tends to
dominate the short relaxation processes at higher pump intensities
when more excited-state charge carriers are present (23, 24, 27). In
general, both the amplitude-weighted time constant and the fastest
time constant become smaller at higher incident pump fluences (SI
Appendix, Fig. S6); this means that, at the lowest incident fluences
used, a significant population of the carriers are not relaxing via
Auger recombination despite fluences 1–2 orders of magnitude
higher than 3 μJ cm–2. A plausible explanation for the 318-nm re-
sults, which are the most similar to literature values (37, 38), is the
heterogeneity of the I-250 film causing a distribution in the number
of photons absorbed per nanocrystal.
Unlike the highly pure In2O3 nanocrystals and nanowires with

minimal numbers of oxygen vacancy and hydroxide defects, which
have been previously measured with TA, near-band-gap excitation
of I-250 creates enough electron–hole pairs to yield observable
photoinduced absorption. With 405-nm excitation, much higher
fluences are required for Auger recombination to dominate (SI
Appendix, Fig. S6 B and D) than when 318-nm excitation is used
(SI Appendix, Fig. S6 A and C). Finally, the amplitude-weighted
lifetimes for I-250 excited with 405 nm (SI Appendix, Fig. S6B) are
2–10× longer than those measured with 318-nm excitation (SI
Appendix, Fig. S6A). These observations are consistent with a band
structure modified by defect states. However, the absorbance at
405 nm is extremely weak (SI Appendix, Fig. S2A). Thus, with a
lower probability of creating an electron–hole pair with a 405-nm
photon, a much higher photon flux is required to create multiple
excitons in close enough spatial proximity, such as within the same
nanocrystal, for Auger recombination to be observed. The weak
near-UV absorbance is balanced by the longer lifetime of carriers
trapped at defects, as will be discussed in more detail below,
making the defect states relevant for photocatalysis.
An estimation of the Auger time constant can be obtained by

examining the time constants at the highest pump fluences, where
Auger recombination is expected to dominate in the absence of
photodegradation (as confirmed in SI Appendix, Fig. S16). Using
this method, we have found Auger constants between 5 and 11 ps
(SI Appendix, Figs. S6–S15), depending on the sample and exci-
tation wavelength, which is consistent with the data reported by
Tsokkou et al. (38).
SI Appendix, Figs. S11–S13 illustrate the different time con-

stants extracted from fitting the exponential decay curves at
various wavelengths and pump intensities for I-250, I-350, and
I-450 in air. The time constants have been roughly grouped into
four categories based on the types of processes they represent.
The first, indicated by the green squares, corresponds to fast
processes occurring within the first 20 ps (as discussed above).
The next grouping of time constants, represented by the blue
squares, is associated with further relaxation into shallow sur-
face-defect states and deeper trap states at lower energies. These
processes generally dominate the relaxation dynamics at time
delays of ∼20–100 ps (24, 27, 38). The final two groups of time
constants, represented by red (100–500 ps) and black (>500 ps)
squares, are related to the recombination and ultimate relaxation
back to the ground state of long-lived trapped charge carriers.
The broad time scale over which this occurs (from ∼100 ps
to >10,000 ps) is indicative of the many different relaxation
pathways and associated trap states that can occur (24, 27, 37).
When comparing the distribution of time constants in SI Ap-

pendix, Fig. S6 to those for I-350 (SI Appendix, Figs. S12 and S14)

and I-450 (SI Appendix, Figs. S13 and S15) on short time scales, the
relaxation dynamics in I-350 and I-450 are relatively similar to I-250
(SI Appendix, Figs. S6 and S11). The primary difference between the
three In2O3-x(OH)y samples is on the longest time scale (>500 ps).
Although there is a substantial contribution to this long-lived signal
in nearly all of the I-250 results, almost no time constants greater
than 500 ps are observed for I-450. I-350 falls in the middle of these
two samples, exhibiting some longer-lived components, particularly
when excited with 405 nm; however, their contribution is sig-
nificantly lower than in I-250. This trend correlates with in-
creasing number of intentional defects on passing from I-450 to
I-350 to I-250 samples, indicating that these longer-lived excited
states may be due to trapped excited-state charge carriers lo-
calized in these extrinsic OH and Ov defects.

Estimation of Long-Lived Excited-State Component in In2O3-x(OH)y.
Long-lived excited states have been identified as an important at-
tribute in an effective photocatalyst, with longer lifetimes typically
associated with higher photocatalytic performance (21, 27, 46, 47).
Whereas the measurement window in this study was restricted to
3 ns due to instrument limitations, it is possible to estimate long-lived
components using the model described in the previous section. The
constant term A0 represents this long-lived signal which, if repre-
senting the absorption of excited carriers, would possess a lifetime of
at least ∼10 ns (27). Values of A0 <0 can occur at wavelengths where
the signal is weak and are interpreted as the absence of long-lived
carriers combined with experimental noise and possibly other effects,
such as transient heating, and will not be discussed here. The long-
lived component for I-250 in air under 318-nm and 405-nm excita-
tion is shown in Fig. 5 A and B, respectively. Whereas on short time
scales the relaxation is largely independent of probe photon energy,
at longer time scales the behavior is more complex. A high fraction
of long-lived excited states is observed for I-250 at higher probe
energy, beginning near 2.6 eV or 2.4 eV under 318-nm or 405-nm
excitation, respectively. This signal decreases with increasing pump
fluence, likely as a result of enhanced Auger recombination at higher
light intensities, which facilitates faster relaxation. In metal oxides,
positive TA signals in this region of the spectrum are typically as-
sociated with trapped holes (21, 22, 27). It has been demonstrated
that surface hydroxyl groups are very efficient hole traps in these
materials (21, 22), and in some cases have been attributed to helping
to enhance the overall excited-state lifetime of charge carriers in the
material. For example, Wang et al. reported an increase in charge
carrier relaxation rates upon vacuum heat treatment, which removed
surface hydroxyl groups on anatase TiO2 (21).
Although there is a clear wavelength dependence of the long-

lived component of the I-250 spectra in air, there is no such de-
pendence observed for I-350 (SI Appendix, Fig. S17) or I-450 (SI
Appendix, Fig. S18). This could be due to the reduced concen-
tration of surface hydroxyl groups in these samples, which would
reduce the amount of available hole traps in the material. All
three samples using a 405-nm excitation source produce a higher
signal from the long-lived component than 318-nm excitation. One
possible explanation of this, as discussed above, could be the direct
excitation of trap states, producing less mobile, more localized
charge carriers. In I-250 it is significant that both 318- and 405-nm
excitation produce a pronounced signal in the same region of the
spectrum. This indicates that the generation of trapped holes in
this long-lived charge-separated state is a property of the material,
likely resulting from high concentrations of surface hydroxyl
groups, and not an effect of the excitation source.
The fact that we do not observe a peak associated with trapped

electrons, which in TiO2 occurs at probe energies of 1.2–2.1 eV,
suggests that the electrons were somehow removed (22). Be-
cause these measurements were performed in air, it is likely that
electron scavenging by O2, which typically occurs on the nano-
second–microsecond time scale, is responsible for this long-lived
charge-separated state (22, 48). This is consistent with the lack of
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any long-lived component for I-250 measured in Ar (SI Appen-
dix, Fig. S7C), as the lack of electron transfer to O2 facilitates
rapid electron–hole recombination. Under both H2 and CO2,
there is a very faint long-lived signal remaining (SI Appendix,
Figs. S8C and S9C), indicating that in the absence of a strong
electron or hole scavenger, charge recombination is much faster.
In H2 this is largely flat across the entire near-IR and visible
spectrum, but under CO2, there is a slight increase beginning
around 2.3 eV, which is the region typically associated with
trapped holes. This is consistent with the enhanced signal ob-
served in this region at 3,000 ps (Fig. 4B), indicating that a very
small amount of photogenerated electrons at the surface of in-
dium oxide are able to react with CO2.

Examining the Impact of Ov and OH Defects on the Electronic Band
Structure. Our experimentally prepared In2O3-x(OH)y nano-
particles, which are heterogeneous in nature, are likely to
contain four types of defected surfaces within the same sample:
surface with an isolated OH [In2O3(OH)y], surface with O va-

cancy defects (In2O3-x), surface with both OH and O vacancy
defects [In2O3-x(OH)y], and the surface with no defects at all
(In2O3). To gain a deeper understanding of how these surfaces
impact the electronic band structure of our samples, we calcu-
lated the total DOS and PDOS of the bulk material (SI Ap-
pendix, Fig. S19) and all four types of surfaces (shown in SI
Appendix, Fig. S20) using hybrid DFT calculations (see SI Ap-
pendix, Experimental, Computational Details). By examining the
electronic character and effects of each of these defected sur-
faces individually, we gained a deeper understanding of different
contributions within the sample and how this may affect the
relaxation processes for photoexcited electrons and holes.
Fig. 6 shows DOS and PDOS calculated for the four different

surfaces. Comparing the DOS of bulk In2O3 (SI Appendix, Fig.
S19B) with the DOS of pristine, defect-free In2O3 surface (Fig.
6A) indicates that the introduction of surface states reduces the
bulk band gap by ∼1.1 eV. This occurs through both a lowering of
the conduction band (CB) states and a raising of the valence band
(VB) states, resulting in a band gap estimate of 2.0 eV, which is
consistent with other reports in the literature (43). As in the bulk
In2O3 structure, the Fermi level (EF) for this surface is approxi-
mately centered within the optical band gap.
The oxygen vacancy-only In2O3-x surface (Fig. 6B) produces

deeper states at the surface. They are found to be 1.5 eV above
the VB minimum for the In2O3-x surface. Further, the position
of the Fermi level shows that these states are fully occupied.
Because oxygen vacancies act as donors, an increase in electron
surface charge develops. The increased donor concentration
toward the surface layer should effectively lead to an electron
accumulation in this material. However, when only a hydroxide
defect is present on the (111) surface (Fig. 6C), the band gap
does not change as dramatically as in the case of the vacancy-
only, remaining almost identical to the pristine, defect-free In2O3
surface. The key difference between this surface and the other
three surfaces studied is the accumulation of p electrons from
the O atom of the surface OH group at the VB edge, as illus-
trated in the Fig. 6C (Inset). Additionally, the Fermi level for this
surface has shifted to the VB edge, providing further support
that the surface hydroxides act as acceptors.
When both Oy and OH defects are present (Fig. 6D), an overall

reduction in the band gap of 0.1 eV is observed relative to the
pristine surface, indicating that the effect of the Ov is moderated
by the addition of the OH group to the surface. However, the
Fermi level of the In2O3-x(OH)y surface indicates that some states
near the CB edge will be occupied in contrast to the pristine
surface. Fig. 7A provides a comparison of the total DOS for each
of the four surfaces, clearly illustrating how the presence of OH
and Ov defects on the indium oxide surface impacts the electronic
band structure. The combination of both OH and Ov defects in the
In2O3-x(OH)y surface produces a band structure that is closer to
the pristine surface, however with the key distinction of having the
highest Fermi energy of all of the surfaces we examined herein.
Previously, several TA studies have demonstrated that, in metal

oxides, oxygen vacancies and surface hydroxyl groups create midgap
states that act as electron and hole traps, respectively (21, 27–29). It
is generally believed that oxygen vacancies create donor states just
below the CB edge, whereas surface hydroxyl groups create ac-
ceptor states just above the VB edge. From both our TA experi-
ments and DFT calculations, it is clear that this is also the case for
defected indium oxide materials. This is represented schematically
in Fig. 7B, in which a simplified illustration of the various charge
carrier recombination pathways involving Ov and OH defects in
In2O3-x(OH)y nanoparticles is placed on the same energy scale as
the total DOS of the pristine and defected In2O3 surfaces in Fig. 7A.
The two plots were aligned using the experimentally measured
Fermi level from XPS (SI Appendix, Fig. S2) of I-250 and the cal-
culated Fermi level of the In2O3-x(OH)y surface from DFT. When
comparing the experimentally measured positions of the CBs and

Fig. 5. Fraction of long-lived signal (τ >∼10 ns), equal to A0, at different
pump fluences for I-250 excited with (A) 318-nm light and (B) 405-nm light.
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VBs based on the optical band gap, the predicted locations of Ov
and OH defects based on our TA observations, and the calculated
electronic states created by the introduction of these defects, it is
evident that there is a strong correlation and support for our as-
signments of the TA signals in the previous sections.

Correlation of Charge Carrier Relaxation Dynamics to Photocatalytic
Activity in In2O3-x(OH)y. The excited-state charge carrier relaxation
dynamics have significant implications for photocatalysis, deter-
mining the population of electrons and holes available with suf-
ficient energy to facilitate charge transfer to surface adsorbed
reactant molecules, such as H2 and CO2. As indicated in Fig. 7B,
the relaxation processes involving such a large number of defect
states is highly complex and it is therefore very difficult to draw
conclusions about the specific relaxation pathways the charge
carriers travel on their route toward the ground state in these
materials. However, several key trends have emerged in this study
that can help to explain the observed trends in photocatalytic
activity. Our results indicate that for In2O3-x(OH)y nanocrystals, a
higher concentration of defects corresponds to both longer life-
times and higher photocatalytic rates. This suggests that in-
tentionally engineering defects in these photocatalysts would not
only facilitate the photocatalytic reduction of CO2 by creating
active surface sites, but could also positively impact the opto-

electronic properties, by enhancing the population of available
photogenerated charge carriers to facilitate light-driven catalytic
reactions. On short time scales (<3 ns), we have observed an in-
crease in TA signal in the near-IR region, indicative of transitions
from photogenerated charge carriers populating shallow traps
such as oxygen vacancy states near the CB edge or surface hy-
droxyl group states near the VB edge (21, 22, 26). This signal
intensity is highest for I-250, indicating a higher population of
charge carriers in these states, which is likely due to the greater
number of vacancy and hydroxide states available. This is further
supported by the DOS calculations, which indicate that the ad-
dition of oxygen vacancy within indium oxide does indeed create
populated states near the CB edge and the addition of surface OH
group increases the number of states near the VB edge. On longer
time scales (>10 ns) we demonstrate a significant enhancement in
the signal for I-250 in air at 2.4–2.6 eV, which is attributed to holes
trapped in surface hydroxyl groups after the electrons have been
scavenged by O2 (21). This is supported by the lack of long-lived
signal in Ar and H2 atmospheres. In the absence of a strong
electron scavenger such as O2, charge recombination is much
faster. Under CO2, the long-lived component was equally weak;
however, there is a slightly enhanced signal in the region attrib-
uted to holes trapped in surface hydroxyl groups, indicating that a
very small amount of photogenerated electrons at the surface of

Fig. 6. Effect of Ov and OH defects on the total and PDOS for various indium oxide (111) surfaces. (A) Pristine, defect-free In2O3 surface. (B) In2O3-x surface
containing only an oxygen vacancy (Ov) defect. (C) In2O3(OH)y surface containing only an OH defect. (D) In2O3-x(OH)y surface containing both Ov and OH defects.
The zero-energy value is set at the Fermi level, represented by the vertical dashed line. (Insets) An expanded view of the states at the band edges.
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indium oxide may be able to react with CO2. The localization of
electrons in oxygen vacancies and holes in surface hydroxyl groups
has significant implications for the surface-mediated, light-driven
RWGS reaction mechanism. This trapping of photoexcited electrons
and holes at these surface sites is proposed to increase their basicity
and acidity, respectively. This could explain the 20-kJ·mol−1 lower
apparent activation energy for the light-driven reaction at the surface
of defected In2O3-x(OH)y relative to the dark, thermally driven re-
action. Although the interaction of light with defected In2O3-x(OH)y
materials is very complex, a clearer picture is beginning to emerge
regarding the role defect states play in determining both the ex-
cited-state lifetimes of photogenerated charge carriers as well as
their localization in catalytically relevant defects, which ultimately
determines the photocatalytic activity of the material.
In a broader context, the results reported herein suggest that in

the design of a photocatalyst one must think beyond the more
commonly considered parameters, such as band-gap size, positions
of the CBs and VBs, Fermi energy, and so forth. In particular,
researchers seeking to design an effective CO2 reduction photo-
catalyst must also consider both the surface properties of the ma-
terial as well as how the surface states affect the lifetime of the
photogenerated electrons and holes. Further, because of the dem-
onstrated effectiveness of Ov and OH defects in facilitating elec-
tron and hole trapping, respectively, as well as the key role they
play in the reaction mechanism (17, 19), it is anticipated that the
controlled, intentional incorporation of these defects into other
metal oxides may help to improve their photocatalytic activity.

Conclusions
In this study, three photocatalytically active In2O3-x(OH)y samples
were prepared with varying concentrations of oxygen vacancies and
surface hydroxyl groups. Femtosecond TA measurements demon-
strate that these defects play a significant role in the excited-state
charge relaxation pathways, which strongly correlates to photo-
catalytic activity. Higher defect concentrations result in longer ex-
cited-state lifetimes, which is attributed to electron- and hole
trapping in oxygen vacancies and surface hydroxyl groups, respec-
tively, and which have been shown to play a central role in the
photocatalytic reaction mechanism. We then used computational
modeling to better understand how the introduction of these in-
tentional defects changes the density of states and charge localiza-
tion in In2O3-x(OH)y materials, confirming our assignment of these
electron- and hole-trap states. A deeper understanding of how in-
tentional defects, such as oxygen vacancies and surface hydroxyl
groups, impact the optoelectronic properties of photocatalytically

active materials like indium oxide can provide valuable insight into
how to rationally tune these defects through materials engineering to
optimize the photocatalytic performance, facilitating efficient solar
fuel production.

Materials and Methods
The In2O3-x(OH)y nanoparticles were prepared via a previously published pro-
cedure (18), which is described in detail in the SI Appendix. PXRD was per-
formed on a Bruker D2-Phaser X-ray diffractometer, using Cu Kα radiation at
30 kV. Sample morphology was determined using the aberration-corrected
JEOL JEM-ARM200CF STEM operated at 200 kV. Diffuse reflectance of the
samples was measured using a Lambda 1050 UV/VIS/NIR spectrometer from
Perkin-Elmer and an integrating sphere with a diameter of 150 mm. XPS was
performed using a Perkin-Elmer Phi 5500 ESCA spectrometer in an ultrahigh
vacuum chamber with base pressure of 1 × 10−9 torr. The spectrometer uses an
Al Kα X-ray source operating at 15 kV and 27 A. The samples used in XPS
analyses were prepared by drop-casting aqueous dispersions onto p-doped Si
(100) wafers. Gas-phase photocatalytic rate measurements were conducted via
a previously published procedure (18), which is described in detail in the
SI Appendix. Transient absorption measurements were carried out under air,
Ar (99.999%, Airgas), H2 (99.999%, Airgas), or bone-dry CO2 (99.999%, Airgas)
atmospheres using a Helios UV-visible spectrometer (Ultrafast Systems). Data
were analyzed in MATLAB (Mathworks) software using the Nelder–Mead
simplex algorithm for fitting (49). Further details are given in the SI Appendix.

The model of In2O3 (111) surface used in this study is a 3-layer periodic slab
model having 120 atoms and a vacuum layer of size >20 Å. The modeled system
was a continuous layer, roughly 8.5 Å in thickness, which represents a nanofilm,
and captures the behavior of nonedge nanocrystal regions, which form the ma-
jority of surface area. The computational approaches based on hybrid functionals
have demonstrated success in describing the electronic, optical, and defect prop-
erties of transition metal oxides and metal oxides (50–54). Therefore, in this study,
plane-wave DFT implemented in Quantum ESPRESSO code (55) along with the
hybrid HSE06 approach (56, 57) is used for calculating the electronic properties of
pristine and defected surfaces. The details of the computational model and tech-
nique used for DFT calculations are given in the SI Appendix, including the opti-
mized DFT models (SI Appendix, Figs. S19 and S20).
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Fig. 7. Comparison between calculated total DOS for pristine and defected (111) indium oxide surfaces and a schematic diagram illustrating the different charge
carrier relaxation processes in In2O3-x(OH)y. Both diagrams are plotted on the same energy scale and aligned using the Fermi level of the In2O3-x(OH)y surface and the
experimentally measured Fermi level of I-250. (A) The total DOS for (111) In2O3, In2O3-x, In2O3(OH)y, and the In2O3-x(OH)y surfaces. The horizontal dashed lines indicate
the position of the Fermi level for each surface. (Inset) Expanded view of the DOS in the conduction band region. (B) A schematic illustration of charge carrier re-
combination pathways in In2O3-x(OH)y nanoparticles. The vertical black arrow indicates initial excitation from the pump pulse. Thewavy gray arrows illustrate different
nonradiative relaxation processes. Blue and red lines indicate midgap states created by oxygen vacancy and surface hydroxyl groups, respectively.
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