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Abstract

We used fMRI to examine the neural substrates of sublexical phoneme-grapheme conversion 

during spelling in a group of healthy young adults. Participants performed a writing-to-dictation 

task involving irregular words (e.g., choir), plausible nonwords (e.g., kroid), and a control task of 

drawing familiar geometric shapes (e.g., squares). Written production of both irregular words and 

nonwords engaged a left-hemisphere perisylvian network associated with reading/spelling and 

phonological processing skills. Effects of lexicality, manifested by increased activation during 

nonword relative to irregular word spelling, were noted in anterior perisylvian regions (posterior 

inferior frontal gyrus/operculum/precentral gyrus/insula), and in left ventral occipito-temporal 

cortex. In addition to enhanced neural responses within domain-specific components of the 

language network, the increased cognitive demands associated with spelling nonwords engaged 

domain-general frontoparietal cortical networks involved in selective attention and executive 

control. These results elucidate the neural substrates of sublexical processing during written 

language production and complement lesion-deficit correlation studies of phonological agraphia.
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1. Introduction

Cognitive models of written language postulate two distinct mechanisms that support 

reading and spelling: lexical-semantic and sublexical. Lexical-semantic processing relies on 

interactions between conceptual knowledge of word meanings and word-specific 

phonological and orthographic representations. The lexical-semantic procedure is typically 

used when reading/spelling familiar words, and is especially important for generating correct 

pronunciations or spellings of irregular words that contain atypical sound-letter (phoneme-
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grapheme) correspondences (e.g., choir). By contrast, sublexical processing relies on the 

systematic application of letter-to-sound or sound-to-letter conversion rules critical for 

reading/spelling unfamiliar words or novel nonwords that are not represented in lexical-

semantic memory. Initial evidence regarding the neural underpinnings of lexical-semantic 

and sublexical processing came from lesion-deficit correlation studies of individuals with 

acquired surface and phonological alexia/agraphia (Beauvois & Derouesne, J., 1981; 

Rapcsak et al., 2009; Rapcsak & Beeson, 2004, 2015; Rapp, Purcell, Hillis, Capasso, & 

Miceli, 2016; Roeltgen & Heilman, 1984; Shallice, 1981). Surface alexia/agraphia reflects 

the breakdown of lexical-semantic procedures and is manifested as a disproportionate deficit 

in reading/spelling irregular words relative to regular words and nonwords that contain 

predictable phoneme-grapheme mappings. Surface alexia/agraphia have been associated 

with lesions involving left ventral occipito-temporal (lvOT) cortex encompassing the visual 

word-form area (VWFA) implicated in lexical orthographic processing, but the syndrome 

can also be produced by damage to a distributed network of extrasylvian cortical regions 

involved in semantic processing, including left anterior temporal lobe structures and 

posterior temporo-parietal cortex (middle temporal gyrus/angular gyrus) (Binder et al., 

2016; Graham, Patterson, & Hodges, 2000; Rapcsak & Beeson, 2004; Rapcsak & Beeson, 

2015; Wilson et al., 2009). By contrast, phonological alexia/agraphia is characterized by 

disproportionate impairment in nonword reading/spelling due to dysfunction of sublexical 

procedures, and has been associated with damage to a network of perisylvian cortical 

regions implicated in phonological processing, including posterior inferior frontal gyrus/

operculum, precentral gyrus, insula, superior temporal gyrus/sulcus, and supramarginal 

gyrus (Alexander, Friedman, Loverso, & Fischer, 1992; Henry, Beeson, Stark, & Rapcsak, 

2007; Rapcsak et al., 2009; Roeltgen, Sevush, & Heilman, 1983). Collectively, these 

functionally linked perisylvian regions constitute the dorsal language pathway that plays a 

critical role in mapping phonological representations onto articulatory networks during 

speech production and also provides the neural substrate of phonological short-term memory 

and phonological awareness (Hickok & Poeppel, 2007).

More recently, functional imaging studies have been used to isolate the neural systems that 

support lexical-semantic and sublexical processing during reading and spelling in healthy 

individuals. Regarding the lexical-semantic pathway, these investigations have confirmed the 

critical role of the VWFA in gaining access to word-specific orthographic representations 

during reading and the recruitment of perisylvian phonological and extrasylvian semantic 

networks when reading familiar words (Binder, Medler, Desai, Conant, & Liebenthal, 2005; 

Graves, Desai, Humphries, Seidenberg, & Binder, 2010; Jobard, Crivello, & Tzourio-

Mazoyer, 2003; Taylor, Rastle, & Davis, 2012). Functional imaging studies of reading 

nonwords relative to real words show greater activation in left perisylvian cortical areas 

involved in phonological processing (IFG/operculum, PCG, insula, STG/STS, and SMG) 

(Graves et al., 2010; Jobard et al., 2003; Mechelli, Gorno-Tempini, & Price, 2003; Taylor et 

al., 2012), overlapping with regions recruited during speech production, phonological short-

term memory, and phonological awareness (Acheson, Hamidi, Binder, & Postle, 2011; 

Buchsbaum et al., 2011; Burton, Locasto, Krebs-Noble, & Gullapalli, 2005; Jobard et al., 

2003; Katzir, Misra, & Poldrack, 2005; Price, 2012; Vigneau et al., 2006). Reading 

nonwords also produced greater activation in the VWFA relative to real words, presumably 
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reflecting the increased processing demands associated with mapping unfamiliar 

combinations of letters onto the corresponding phonological representations (Price & 

Mechelli, 2005; Taylor et al., 2012). In addition to increased activation within domain-

specific components of the language network implicated in phonological and orthographic 

processing, the greater task difficulty and cognitive effort associated with reading novel 

nonwords is also reflected by the engagement of domain-general frontoparietal networks 

involved in selective attention and executive control (Binder et al., 2005; Graves et al., 2010; 

Ihnen, Petersen, & Schlaggar, 2015). Components of this (bilateral) multi-demand 

frontoparietal system include regions within dorsal and ventrolateral prefrontal cortex (e.g., 

inferior frontal junction), intraparietal sulcus (IPS), and anterior cingulate gyrus (Fedorenko, 

2014; Fedorenko, Duncan, & Kanwisher, 2013; Vincent, Kahn, Snyder, Raichle, & Buckner, 

2008).

The vast majority of imaging studies of written language processing have focused on 

reading, and empirical data regarding the neural substrates of spelling is relatively modest. 

Nevertheless, recent meta-analyses of functional imaging studies of written language 

production have revealed that the cortical regions involved in spelling show considerable 

overlap with those implicated in reading (Planton, Jucla, Roux, & Démonet, 2013; Purcell, 

Turkeltaub, Eden, & Rapp, 2011). Specifically, these studies have confirmed the central role 

of lvOT/VWFA for gaining access to orthographic lexical representations during both 

reading and spelling (Planton et al., 2013; Purcell et al., 2011; Tsapkini & Rapp, 2010). In 

addition, similar to reading, written language production has been associated with activation 

in several perisylvian cortical areas implicated in phonological processing, including IFG/

operculum, PCG, insula, STG/STS, and SMG (Beeson et al., 2003; Planton et al., 2013; 

Purcell et al., 2011; Rapcsak & Beeson, 2015). It is important to note, however, that 

although these imaging studies have provided important information about the neural 

correlates of lexical-semantic processing associated with spelling familiar words, 

conclusions about the sublexical spelling pathway were limited by the fact that these studies 

did not specifically investigate spelling nonwords. An exception is the recent study by 

Ludersdorfer, Kronbichler, & Wimmer (2015) that attempted to identify the neural systems 

that support lexical-semantic versus sublexical processing by directly contrasting real word 

and nonword spelling in German speakers. These investigators reported that the lvOT/

VWFA, left IFG (pars triangularis, pars opercularis), and superior frontal gyrus/

paracingulate gyrus were activated to a greater extent during real word than nonword 

spelling, whereas the superior temporal gyrus (STG) showed the opposite response pattern. 

As acknowledged by the authors, these results were somewhat surprising because studies of 

reading have consistently demonstrated increased activation to novel nonwords relative to 

familiar real words in cortical regions implicated in orthographic and phonological 

processing, including the VWFA and posterior IFG/operculum.

The aim of the present investigation was to elucidate the cortical regions recruited during 

sublexical spelling using fMRI data collected in healthy English speakers while they spelled 

irregular words and nonwords to dictation1. A control task of drawing geometric shapes to 

1The data for this study were previously presented in abstract form (Beeson & Rapcsak, 2003).
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dictation was employed to enable us to remove peripheral components of the experimental 

task relating to motor planning and implementation. Based on the results of neuroimaging 

studies of reading, we hypothesized that spelling irregular words and nonwords would 

produce overlapping patterns of activation in left-hemisphere regions specialized for 

phonological and orthographic processing, including perisylvian cortical areas comprising 

the dorsal language pathway and the lvOT/VWFA. Given the greater computational 

difficulty/cognitive effort associated with spelling novel nonwords compared to familiar real 

words, we anticipated that the nonword/irregular word contrast would reveal evidence of 

increased neural activation within components of the language network critical for 

sublexical phonology-to-orthography translations as well as the recruitment of domain-

general frontoparietal networks involved in selective attention and executive control.

2. Material and methods

2.1 Participants

Thirteen healthy right-handed English-speaking adults (5 male, 8 female) participated in this 

study. The mean age for the group was 29.5 years (20–53 years) with an average of 15 years 

of education (12–18 years). Right handedness was confirmed in all participants using the 

Edinburgh Handedness Inventory (Oldfield, 1971), yielding a mean laterality quotient of 

83.5 (64–100). The participants had no history of neurological impairment or learning 

disability. The study was approved by the University of Arizona Human Subjects Protection 

Program and informed consent was obtained from each individual prior to participating.

2.2 Design and materials

A functional MRI experiment was implemented to examine and isolate the relevant 

processes that support sublexical spelling using a blocked design with the following 

conditions: a) writing real words with irregular spellings, b) writing nonwords and c) 

drawing common geometric shapes. Participants were instructed to write or draw each item 

on a pad of paper that rested on their lap during scanning. The stimuli were presented 

auditorily as a writing-to dictation or drawing-to-dictation task, as appropriate, via MR 

compatible headphones (Resonance Technologies) during 30-second blocks. Each block was 

initiated by a 3-second spoken instruction, followed by spoken presentation of five items 

presented at 6-second intervals over the course of the 30-second block (see Figure 1). For the 

nonword condition, the participant heard, “Write this nonword, “followed by a verbal 

prompt for each item and six seconds to respond, for example, “‘boke,’ … ‘herm,’ … ‘feen,’ 

… ‘dewt,’ … ‘sume.’” The irregular word condition was similarly prompted with the 

command, “Write this word,” followed by five items at six-second intervals. For the shape 

condition, the participant heard: “Draw this shape: ‘circle,’… ‘rectangle,’ … ‘oval,’ … 

‘square,’ … ‘diamond.’” Each condition was administered five times within a run, using one 

of three condition orders counterbalanced across participants. In total, each run lasted 495 

seconds (33 seconds × 3 conditions × 5 epochs), or 8:15 minutes. This paradigm was 

administered twice to each participant.

Stimuli included 50 real words with irregular spellings, 50 pronounceable nonwords, and 5 

geometric shapes (see Appendix). The irregularly spelled words had at least one grapheme 
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that did not follow conventional rules for sound-letter correspondences. Nonwords were 

selected from existing sources (e.g., Psycholinguistic Assessment of Language Processing in 
Aphasia, Kay, Coltheart, & Lesser, 1992) or generated so that the list roughly matched the 

irregular words in length and number of syllables. As is typical, most nonwords differed 

from a real word by a single sound or consonant cluster, such as “boke” being similar to 

“bake” or “bike,” and some items, like “murnee” did not have an obvious lexical analogue. 

The words and nonwords were 4 or 5 letters in length, containing two to seven phonemes, 

and were predominantly one syllable. Length in letters was not significantly different for 

words versus nonwords, Mann-Whitney U = 1101, p = 0.153, r = 0.103 (see Table 2). For a 

complete list of word and nonword stimuli, see Appendix 1. The same set of five geometric 

shapes (circle, square, triangle, oval, and rectangle) was used throughout the experiment 

presented in pseudorandomized order within each block.

Prior to scanning, participants were familiarized with the protocol using practice trials in a 

reclining chair outside of the scanning room. A short pencil was grasped in the right hand, 

and the left hand held in place a pad of paper was placed on the individual’s lap. Participants 

were instructed to overtly write responses on the paper. Practice was conducted outside the 

scanner with eyes closed to simulate the lack of visual feedback experienced in the scanner. 

Written words, nonwords, and shapes were overwritten on the same sheet of paper, so that 

individual responses were not scored. Participants were instructed that some groups of 

stimuli would be real words and some would be “nonwords.” They were also told that if, for 

some reason, they were uncertain regarding a dictated item, to simply write what they 

thought to be correct. To roughly match the amount of time spent writing/drawing on each 

trial, they were instructed to draw several representations of the dictated geometric shape. 

So, for example, in response to “Draw this shape … ‘circle,’” the individual would draw 

several circles in sequence. The precise number of shapes was not indicated in the task 

instructions to avoid subvocal counting. During scanning, each participant’s head was 

stabilized using foam padding placed under the neck and around the head as needed to pack 

the space between the head and inner surface of the coil. A Velcro strap was secured just 

above each participant’s elbow to minimize potential arm movement during writing/

drawing.

Online behavioral data were not collected regarding responses during the scanning session, 

but the pad of paper was examined to confirm that participants had been writing during the 

scanning session. After the functional imaging was completed, participants were 

administered the writing/drawing task outside of the scanner at a table with paper and pencil. 

As in the scanner, items were presented auditorily with no repetition of the items and no 

feedback given.

2.3 MRI acquisition

Whole brain images were acquired on a 1.5 T Signa whole-body MRI system equipped with 

a standard quadrature head coil (General Electric, Milwaukee, WI). Each participant 

completed two functional runs consisting of 165 T2*-weighted spiral echo-planar images 

(EPI) acquired with the following parameters: 19 sequential AC/PC-aligned axial slices; 

slice thickness = 6 mm with no gap; field-of-view = 22 × 22 cm2; matrix 64 × 64; TR = 3 s, 
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TE = 40 ms, flip angle = 90°. For registration, high-resolution T1-weighted anatomical 

reference images were obtained (124 sagittal slices slice thickness = 1.5 mm; matrix 256 × 

256; field-of-view = 24 × 24 cm2; TR = 24 ms; TE = 5 ms; flip angle = 45°). Each 

functional run was preceded by the acquisition of 2 discarded baseline images (6 seconds) to 

allow the MR signal to reach equilibrium, followed by the first 3-second audio instruction 

and 30-second response interval.

2.4 fMRI data analysis

2.4.1 Preprocessing—The functional imaging data were pre-processed with AFNI (Cox, 

1996). Data were corrected for slice timing, realigned to account for minor head motion, 

smoothed with an 8-mm Gaussian kernel (FWHM), high-pass filtered at 0.006 Hz and 

detrended. Each individual’s functional data were linearly aligned to their anatomical image 

with SPM5’s automated coregistration tool (Friston, Ashburner, Kiebel, Nichols, & Penny, 

2007). Then each anatomical T1 image was warped to the Montreal Neurological Institute 

(MNI) average of 152 brains using SPM5’s unified segmentation. These two transformations 

were later used for warping first-level effect size maps to MNI space.

2.4.2 First-level analysis—For each functional run, a general linear model was fit voxel-

by-voxel using the fmrilm function from FMRISTAT (Worsley et al., 2002). A boxcar design 

was constructed containing one explanatory variable (EV) for each of the three experimental 

conditions (irregular word spelling, nonword spelling, and shape drawing) each with a 

duration of 30 seconds. Each EV in the design matrix was convolved with a canonical 

hemodynamic response function (HRF) modeled as the difference of two gamma density 

functions (Glover, 1999). Motion artifact was reduced by including in the model the six 

translation and rotation parameters previously estimated during motion correction as 

covariates in the model, unconvolved with the HRF.

Four contrasts were constructed for statistical analysis. The first contrast compared writing 

irregular words to drawing shapes. The second contrast compared writing nonwords to 

drawing shapes. These two contrasts were intended to isolate cortical regions supporting the 

central components of spelling by controlling for peripheral processes common to the 

auditory processing and graphomotor control required to draw shapes to dictation. The third 

contrast compared nonword spelling to irregular word spelling. This contrast excluded the 

control condition from the model, but was restricted to voxels (via a search mask) with 

positive beta values estimated for nonword spelling versus the graphomotor control task. 

The fourth and final contrast compared irregular word spelling to nonword spelling. This 

contrast also excluded the control condition from the model, and was restricted to voxels 

with positive beta values estimated for irregular word spelling versus the graphomotor 

control task. Prior to group analysis, the pairs of contrast images from each participant’s two 

functional runs were combined in a fixed-effects model using the multistat function in 

FMRISTAT.

2.4.3 Group analysis—Second level analysis was conducted in SPM5 (Friston et al., 

2007). Each participant’s effect size images were warped to MNI space using the parameters 

from their high resolution anatomical image. Brain activation common to the group was 
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modeled using a single sample t-test with 12 degrees of freedom conducted on the combined 

first-level effect size maps. Resulting SPMs were thresholded voxelwise at p < 0.005, and 

then corrected for multiple comparisons (p < 0.05, family-wise error; FWE) for spatial 

extent by applying a minimum cluster size determined by Gaussian random field theory 

(Worsley et al., 1996) implemented in SPM5. A region of interest (ROI) analysis was also 

conducted to allow the direct comparison of the present findings against patterns of 

activation reported by Ludersdorfer et al. (2015) in their study of nonword versus word 

spelling. Following these investigators, three spheres with radii of 4mm were placed along 

the anterior-posterior axis of the fusiform gyrus (MNI coordinates = −45, −54, −11, and −45, 

−64, −11, and −45, −74, −11) and contrast estimates for the two spelling conditions 

(irregular words and nonwords) versus rest were extracted using a custom MATLAB script.

3. Results

3.1 Behavioral performance

The writing-to-dictation task performed outside of the scanner indicated the average spelling 

accuracy on irregular words was 96% (SD = 5%) and 89.1% (SD = 5.2%) for nonwords. The 

few errors produced for irregular words consisted primarily of common misspellings, such 

as theif for thief. For nonwords, 78.7% of errors appeared to be auditory misperceptions, 

some of which were lexicalizations (e.g., brute for bruth), and the rest (21.3%) were 

phonologically implausible spelling errors (e.g., donsit for donsept).

3.2 Whole Brain Analysis

The results of each of the four contrasts show the neural activation unique to each 

experimental condition.

Brain regions that were significantly more active during spelling of irregular words than the 

graphomotor control included three clusters encompassing the left posterior IFG (pars, 

triangularis/opercularis) and adjacent insula, left mid-posterior superior temporal sulcus 

(STS), and the anterior cingulate/supplementary motor area (SMA) (Figure 2, top).

Brain regions significantly more active during nonword spelling than the graphomotor 

control task included five clusters encompassing left IFG (pars triangularis/opercularis) and 

adjacent PCG and insula, a less extensive region in the homotopic right IFG, left STS 

overlapping with the region activated for irregular words, and the anterior cingulate/SMA 

(Figure 2, bottom). A sixth cluster of activation was also observed in lvOT/VWFA that did 

not quite meet the minimum cluster extent (MNI = −46, −58, −22, maximum t = 7.32, p = 

0.483 corrected, 0.011 a prior; indicated by translucency in Figure 2, bottom).

Brain regions significantly more activated during spelling of nonwords than spelling 

irregular words included three large clusters in 1) left IFG with three separate peaks in pars 

triangularis, pars opercularis, and insula/PCG; 2) left intraparietal sulcus (IPS), spanning 

from the caudal end (y = −58) antero-laterally (y = −33); and 3) a less extensive set of 

homotopic regions in right IFG with separate peaks in the pars opercularis, pars triangularis, 

and pars orbitalis (Figure 3, left large pane and top and middle small panes). We also 

observed an activated region in lvOT/VWFA that did not quite meet the minimum cluster 
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extent (MNI = −46, −58, −16, maximum t = 6.74, p = 0.067 corrected, 0.002 a prior; 
indicated by translucency in Figure 3). Brain regions significantly more activated during 

spelling irregular words than spelling nonwords included a single cluster encompassing 

posterior cingulate gyrus/retrosplenial cortex (Figure 3, bottom right, cool colors).

3.3 Region of interest analysis

A region of interest analysis was conducted to examine differences in activation during real 

word versus nonword spelling within the lvOT/VWFA, to enable a direct comparison of the 

results with those of Ludersdorfer et al. (2015). Contrast estimates were significantly greater 

for nonword spelling compared to the control task than for real word spelling compared to 

the control task (drawing shapes) in the ROIs placed in the anterior lvOT (MNI = −45, −54, 

−11; t(11) = 4.837, p < 0.001) and mid-lvOT (MNI = −45, −64, −11; t(11) = 3.256, p = 

0.007). There was no significant difference between contrast estimates in the ROI placed in 

the posterior lvOT (MNI = −45, −74, −11; t(11) = −1.025, p = 0.326). In summary, similar to 

Ludersdorfer et al. (2015), effects of lexicality during spelling were observed in the anterior 

and middle lvOT ROIs corresponding to the VWFA, but the direction of this effect was the 

exact opposite of that observed by those investigators, with greater activation to nonwords 

compared to real words.

4. Discussion

In this study we used fMRI to identify the neural substrates of sublexical phoneme-

grapheme conversion during written spelling. In order to isolate cortical regions 

preferentially engaged during sublexical compared to lexical-semantic processing, we 

manipulated the lexicality of the stimuli and contrasted patterns of activation associated with 

spelling nonwords and irregular words to dictation. Because written language production 

and comprehension rely on shared cognitive representations within the central domains of 

phonology, orthography, and semantics, we expected that our spelling tasks would produce 

activation within a set of brain regions that are also recruited during reading. Furthermore, 

based on neuroimaging studies of reading that have documented common patterns of 

activation during orthographic-to-phonological translations involving nonwords and real 

words, we hypothesized that spelling by sublexical phoneme-grapheme conversion would 

engage a network of left-lateralized cortical areas specialized for phonological and 

orthographic processing, overlapping with regions activated during real word spelling. In 

addition, given the greater task difficulty/cognitive effort associated with spelling novel 

nonwords compared to familiar real words, we anticipated stronger activation within these 

domain-specific components of the language network dedicated to phonological-to-

orthographic transcoding, as well as the recruitment of domain-general cortical systems 

involved in attention and executive control.

Consistent with these expectations, our results demonstrate that spelling nonwords and 

irregular words to dictation produced overlapping patterns of activation within a network of 

perisylvian cortical regions implicated in phonological processing. In particular, we found 

that both stimulus types engaged mid-posterior STS, a region that is considered to play a 

central role in representing phonological information during speech production and 
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perception tasks (Hickok & Poeppel, 2007; Turkeltaub & Coslett, 2010). It has been 

proposed that pSTS contains lexical phonological networks that are also activated by 

nonwords via sublexical features (phonemes, syllables) that are shared with real words 

(Hickok & Poeppel, 2007). Thus, this cortical region constitutes a critical neural substrate of 

both lexical and sublexical phonological processing. Our spelling tasks also produced 

activation in anterior perisylvian language areas that are functionally integrated with pSTS 

via the dorsal language pathway, including posterior IFG/operculum (Broca’s area), 

precentral gyrus, and insula. Furthermore, in these frontal regions, we observed a lexicality 

effect characterized by greater neural response during nonword relative to real word 

spelling.

According to contemporary models of speech processing, the dorsal language pathway is 

involved in mapping phonological representations activated in pSTS onto frontal lobe 

articulatory networks during speech production, and this distributed system also constitutes 

the neural substrate of the phonological storage and articulatory rehearsal components of 

phonological short-term memory (Hickok & Poeppel, 2007; Saur et al., 2008). Phonological 

awareness tasks that require explicit access to sublexical phonological information (e.g., 

phoneme discrimination, segmentation, rhyme judgments) also depend on the dorsal 

language pathway (Hickok & Poeppel, 2004). Specifically, it has been demonstrated that 

such phonological tasks, particularly those involving segmentation, produce robust 

activation in left pIFG/operculum and neural responses in this region show a lexicality effect 

with greater activation to nonwords compared to real words (Burton et al., 2005; Katzir et 

al., 2005). The present results suggest that the maintenance and manipulation of sublexical 

phonological information necessary to write unfamiliar nonwords places greater demands on 

articulatory rehearsal and working memory resources supported by pIFG/operculum than 

processing phonological representations for familiar words. The segmentation of 

phonological representations into their constituent sounds is an important component of 

spelling by a sublexical strategy and the increased task demands associated with performing 

these operations on nonwords that contain unfamiliar combinations of phonological 

elements may account for the lexicality effect (nonwords > irregular words) observed in the 

pIFG in our study. We note that a similar effect in favor of greater activation for nonwords in 

pIFG/operculum is also a highly reliable finding in neuroimaging studies of reading (Binder 

et al., 2005; Jobard et al., 2003; Mechelli et al., 2003; Taylor et al., 2012), confirming the 

critical contribution of this region to sublexical phonological processing during both spoken 

and written language tasks.

Taken together, our results suggest that the lexical and sublexical phonological codes used in 

spelling are generated, maintained, and manipulated by perisylvian phonological and 

articulatory networks that collectively constitute the dorsal language pathway (Rapcsak & 

Beeson, 2015). Specifically, during written language production phonological 

representations of familiar words are retrieved from pSTS and the same region is involved in 

constructing novel sound-based representations for unfamiliar nonword targets in spelling-

to-dictation tasks. During the spelling process, phonological representations computed 

within pSTS are maintained in an active state and refreshed by articulatory rehearsal 

mechanisms mediated via the dorsal language pathway that constitutes a common neural 

substrate of speech production, phonological short-term memory, and phonological 
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awareness (Hickok & Poeppel, 2007). Processing of information within the phonological 

network and the efficiency of the phonological-to-orthographic mapping procedure is 

influenced by stimulus familiarity with an advantage for high-frequency over low-frequency 

lexical items (Rapp & Dufor, 2011; Rapp & Lipka, 2011). Nonwords contain unfamiliar 

combinations of phonological elements and spelling these novel items places greater 

demands on phonological processing resources, including phonological short-term memory/

articulatory recoding, and phonological awareness than spelling familiar real words. This is 

reflected in the greater activation within the perisylvian networks that support these 

functions.

The results of our imaging study are consistent with lesion-deficit correlation studies that 

have demonstrated a highly reliable association between phonological agraphia/alexia, 

characterized by an increased lexicality effect in spelling and reading (words > nonwords), 

and left perisylvian lesions involving various components of the dorsal language pathway 

(Alexander et al., 1992; Henry et al., 2007; Rapcsak et al., 2009; Rapcsak & Beeson, 2015). 

Damage to this pathway, which is critical for processing sublexical phonological information 

in both spoken and written language tasks, also explains the strong correlation between 

performance on non-orthographic tests of phonological awareness and nonword spelling/

reading accuracy in patients with phonological agraphia/alexia (Rapcsak et al., 2009). Thus, 

converging evidence from lesion-deficit and functional imaging studies provides compelling 

empirical support for the notion that phonological agraphia/alexia are manifestations of a 

central phonological impairment attributable to damage to perisylvian phonological/

articulatory networks common to both spoken and written language production (Rapcsak & 

Beeson, 2015).

Nonword spelling in our study was also associated with activation of the VWFA, providing 

evidence for the participation of this cortical region in sublexical phoneme-grapheme 

conversion in addition to its well-established role in retrieving orthographic lexical 

representations during spelling familiar words (Beeson et al., 2003; Planton et al., 2013; 

Purcell et al., 2011; Tsapkini & Rapp, 2010). Collectively, these results suggest that during 

spelling to dictation the VWFA is involved in mapping lexical and sublexical phonological 

representations computed within pSTS/dorsal language pathway onto the corresponding 

orthographic units. Furthermore, consistent with interactive models of spelling (Folk, Rapp, 

& Goldrick, 2002; Rapp, Epstein, & Tainturier, 2002; Tainturier, Bosse, Roberts, Valdois, & 

Rapp, 2013), we propose that the VWFA is the critical neural site for integrating the output 

of the lexical-semantic and sublexical spelling pathways (Rapcsak & Beeson, 2015). 

According to this view, lexical and sublexical procedures for spelling operate in parallel 

rather than in isolation and both pathways are engaged in processing/generating 

orthographic representations for both real words and nonwords. At the behavioral level, 

evidence for lexical-sublexical integration is provided by demonstrations of lexical 

influences on nonword spelling (Tainturier et al., 2013). In a similar vein, VWFA activation 

during nonword spelling in our study may have reflected not only sublexical phoneme-

grapheme conversion but also lexical influences associated with the automatic activation of 

orthographic lexical representations for real words similar in sound to the nonword targets. 

The availability of word-specific orthographic information may have resulted in the use of a 

lexical analogy procedure that involved incorporating lexical spelling knowledge derived 
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from real words into the nonword responses. For example, to spell the nonword/ne s/as n-a-

c-e one might retrieve orthographic information shared with lexical neighbors such as face, 

lace, race, pace, grace, place, trace, etc. Although this process involves mapping between 

larger units (rime-body conversion), phoneme-grapheme conversion is still necessary to 

compute the appropriate grapheme for the first sound.

Given the central role of the VWFA in orthographic processing, it may seem surprising that 

we did not observe robust activation in this region during our spelling tasks. This finding 

most likely reflects active engagement of the VWFA during our control task of drawing 

geometrical forms to dictation. Whereas repetitive circle-drawing was a good control task in 

previous studies of written spelling (e.g., Beeson et al. 2003; Rapp & Dufor, 2011), the 

control task in our current study required retrieval of stored information for a set of unique 

visual shapes and the neural responses were comparable to the activation of word-specific 

orthographic representations. Thus, the drawing of specific geometrical shapes engaged 

VWFA to the same extent as irregular word spelling. This is consistent with other research 

showing that writing and drawing shapes from memory produce overlapping patterns of 

activation within the VWFA (Harrington, Farias, Davis, & Buonocore, 2007). These results, 

together with demonstrations of similar neural responses to written words, pictures of 

objects, and faces indicate that functional specialization for orthographic processing in the 

VWFA cannot be considered absolute and suggest that this cortical area may play a more 

general role in representing information about visual shapes (Dehaene & Cohen, 2011; Price 

& Devlin, 2011). Despite the unanticipated limitations of our control task, we obtained 

evidence of VWFA activation in the nonword spelling condition and the ROI analyses 

demonstrated lexicality effect in this region with greater responses to nonwords relative to 

real words.

Consistent with its involvement in word-level phonological-to-orthographic translations, 

neural responses within the VWFA show sensitivity to whole-word frequency during both 

reading and spelling, with greater activation when processing low- compared to high-

frequency words (Rapp & Dufor, 2011; Rapp & Lipka, 2011). These word frequency effects 

are attributable to the fact that the mapping process for relatively unfamiliar lexical items is 

less efficient and therefore requires greater cognitive effort. Previous imaging studies have 

also shown VWFA activation during nonword reading, indicating that this region also 

contributes to sublexical grapheme-phoneme conversion (Binder, Swanson, Hammeke, & 

Sabsevitz, 2008; Graves et al., 2010; Jobard et al., 2003; Mechelli et al., 2003; Taylor et al., 

2012). Furthermore, the VWFA shows a stronger neural responses to reading novel 

nonwords compared to real words, presumably reflecting the greater task difficulty/

computational load associated with mapping unfamiliar combinations of sublexical 

orthographic units onto their phonological equivalents (Mechelli et al., 2003; Taylor et al., 

2012). Our results are consistent with these observations and demonstrate a similar lexicality 

effect in the VWFA during spelling. Collectively, these findings provide evidence that the 

VWFA is sensitive to the familiarity of whole-word and subword-level phonological-to-

orthographic translations during both reading and spelling.

When comparing real word spelling to nonwords, the only region that showed greater 

activation to words was localized to posterior cingulate gyrus/retrosplenial cortex. This 
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region is considered part of the semantic network (Binder, Desai, Graves, & Conant, 2009) 

and greater activation in this region to real words compared to nonwords has been 

documented in functional imaging studies of reading (Binder et al., 2005). These results 

indicate the activation of semantic representations during familiar word reading that is 

considered especially important for computing correct pronunciations for irregular words 

that cannot be processed accurately by relying on a sublexical phoneme-grapheme 

conversion strategy. Thus, the engagement of posterior cingulate/retrosplenial cortex in our 

study may signify the activation of semantic representation during irregular word spelling.

We also predicted that the greater cognitive demands associated with spelling novel 

nonwords would result in the engagement of domain-general cortical networks implicated in 

selective attention and executive control. Neuroimaging studies have identified a “multi-

demand system” comprised of bilateral frontoparietal networks that are recruited across a 

wide range of language and non-language cognitive tasks with levels of activation modulated 

by task difficulty (hard > easy) (Duncan, 2010, 2013; Fedorenko et al., 2013, 2014). Key 

components of these domain-general frontoparietal networks include regions within 

dorsolateral and ventrolateral prefrontal cortex, posterior parietal cortex/intraparietal sulcus 

(IPS), and anterior cingulate/insula (Duncan, 2010, 2013; Fedorenko, 2014; Fedorenko et 

al., 2013; Vincent et al., 2008). Functional imaging studies of reading have shown that the 

increased computational demands associated with reading nonwords compared to real words 

were associated with bilateral activation of frontoparietal networks assumed to support 

attention, decision, and response selection/monitoring functions (Binder et al., 2005). 

Importantly, levels of activation within these frontoparietal regions showed a positive 

correlation with processing speed (RT) or “time on task” regardless of reading condition 

(i.e., independent of the lexical status of the stimuli), providing evidence that neural 

responses in these brain areas are modulated in a non-specific manner by task difficulty. 

Similarly, Ihnen et al. (2013) documented the recruitment of frontoparietal attention and 

cognitive control networks in a difficult reading task that required normal subjects to read 

irregular words, regular words, and nonwords by a sublexical “sounding out” strategy, thus 

forcing them to “regularize” items with atypical letter-sound correspondences. This 

experimental paradigm placed high demands on top-down executive control mechanisms 

that included setting up an attentional bias to process all stimuli by the sublexical route and 

suppress the lexical-semantic route, and effortful error monitoring/verification to ensure that 

the appropriate response is selected from competing alternatives. In our study, we also 

observed greater activation during nonword compared to real word spelling in cortical 

regions that are considered components of this multi-demand attention and executive control 

network, including bilateral anterior ventrolateral prefrontal cortex (left IFG/pars orbitalis/

triangularis and homologous regions within right IFG), left IPS, and bilateral anterior 

cingulate/insula. We suggest that the recruitment of these “demand-sensitive” brain regions 

during nonword spelling reflects the engagement of executive processes important for 

focusing and maintaining attention on the complex sequence of cognitive operations 

involved in spelling by a sublexical strategy, exerting strategic top-down control over the 

division of labor between spelling pathways (e.g., enhancing processing via the sublexical 

pathway, suppressing competing information generated by the lexical-semantic pathway that 

could result in lexicalization errors), selecting between multiple potential phoneme-
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grapheme mapping options, and error monitoring to ensure that the written response is 

consistent with the target stimulus held in working memory. Thus, our results indicate that 

spelling nonwords by a sublexical strategy depends on functional integration between 

domain-specific language areas representing phonology and orthography and domain-

general frontoparietal networks involved in selective attention and executive control. An 

important goal for future research is to explore the nature of the interaction between domain-

specific components of the language network and domain-general regions involved in 

cognitive control during reading and spelling and how these network dynamics change as a 

result of brain damage in patients with acquired alexia/agraphia (cf. Fedorenko & 

Thompson-Schill, 2014).

There are a number of similarities, as well as some important differences, between our 

results and the study by Ludersdorfer et al. (2015), who used fMRI to explore the neural 

correlates of real word and nonword spelling in German speakers. In terms of similarities, 

both studies documented coactivation/engagement of perisylvian phonological/articulatory 

networks and the VWFA during spelling. Ludersdorfer et al. (2015) reported that spelling 

words and nonwords produced overlapping patterns of activation within the VWFA, 

providing support for the notion that this region contributes to both whole-word and 

subword-level mappings between phonology and orthography. Our results and Ludersdorfer 

et al. (2015) provide converging evidence that, in addition to its role in orthographic lexical 

processing, the VWFA also contributes to sublexical phoneme-grapheme conversion during 

spelling. However, it is unclear why the direction of the effect of lexicality in our study 

(nonwords > words) was the exact opposite of Ludersdorfer et al. (2015) who found greater 

activation for words versus nonwords both within the VWFA and in pIFG/frontal operculum.

In considering the discrepancies between our results and those of Ludersdorfer et al. (2015), 

we speculate that they may be related to differences in the experimental paradigms and/or 

stimulus materials used, or they may be attributable to language-specific differences in the 

alphabetic writing systems involved (English vs. German) that differ substantially in terms 

of “orthographic depth” or the predictability of sublexical sound-letter mappings (Aro & 

Wimmer, 2003). It has been shown that orthographic depth influences the degree of reliance 

on the lexical-semantic versus sublexical pathways during reading (Ischebeck et al., 2004; 

Paulesu et al., 2000) and it is likely that language-specific differences in the division of labor 

between pathways are also evident during written language production. Specifically, German 

is characterized by a shallow orthography with predictable and consistent mappings between 

letters and sounds, so, in principle, a sublexical strategy could be used to spell both words 

and nonwords. Because German speakers are used to relying on sublexical letter-sound 

conversion, spelling nonwords may be an easier task than it is for English speakers who 

predominantly rely on a lexical-sematic strategy in spelling words, whereas the sublexical 

strategy is used primarily when processing unfamiliar nonwords. In addition, English is a 

deep orthography characterized by less predictable/consistent phoneme-grapheme mappings. 

These differences may influence the relative activation of the VWFA in the direction of the 

response to nonwords being greater in English speakers compared to German speakers. 

However, this would not explain the finding that familiar words in German produced greater 

activation than unfamiliar nonwords as observed by Ludersdorfer et al. (2015).
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With regard to task demands, our study employed the typical clinical assessment task of 

writing to dictation which engages spelling in a top-down manner from phonological and/or 

semantic networks. Ludersdorfer and colleagues implemented a cross-modal judgement task 

wherein participants were to determine whether a visually presented letter was contained in 

an auditorily presented word or nonword after Rapp and Lipka (2011) who used this task to 

examine neural activation for real word spelling. As described by Ludersdorfer et al. (2015), 

the participant heard a nonword (e.g., tiska) and then saw a grapheme (e.g., m) and was 

expected to respond “no,” indicating that there is not an/m/sound in “tiska.” This 

phonologically weighted task differed from the current study which required generation of a 

complete orthographic response. Finally, levels of activation in the VWFA are likely to be 

influenced by the psycholinguistic properties of the word and nonword items used in the 

experiment (e.g., length, bigram frequency, whole-word frequency, lexical neighborhood 

size) and differences in these stimulus attributes may have contributed to the discrepancy 

between our results and those obtained by Ludersdorfer et al. (2015).

Our findings are consistent with the majority of functional imaging investigations of reading 

that examined effects of lexicality which found greater activation to nonwords compared to 

real words in the VWFA (Jobard et al., 2003; Mechelli et al., 2003; Taylor et al., 2012). It 

should be noted, however, that damage to this cortical region has not been consistently 

associated with the clinical profile of phonological alexia/agraphia (Rapcsak et al., 2009). 

Specifically, while there are some reports of patients showing an increased lexicality effect 

(words > nonwords) in reading following damage to the VWFA (Friedman, 1995; Rapcsak, 

Rothi, & Heilman, 1987; Rapcsak et al., 2009) lesions involving this cortical region are 

typically associated with a profile of surface agraphia, characterized by an increased 

regularity effect reflecting disproportionate difficulty in spelling irregular words with 

relative preservation of regular word and nonword spelling (Rapcsak & Beeson, 2004; 

Tsapkini & Rapp, 2010). The observation that VWFA lesions do not typically produce a 

profile of phonological agraphia suggests that the top-down activation of orthographic codes 

from speech sounds documented in our study and also by Ludersdorfer et al. (2015) is 

typical, but not required, for correct spelling of nonwords to dictation. Additional behavioral 

and imaging studies of patients with damage to the VWFA are needed to better understand 

the contribution of this region to sublexical reading and spelling.

In conclusion, our investigation of the functional neuroanatomy of written language 

production revealed common patterns of activation during word and nonword spelling in 

cortical regions dedicated to phonological and orthographic processing. Previous functional 

imaging studies have demonstrated the recruitment of the same cortical regions during word 

and nonword reading, providing neuroanatomical support for shared component models of 

written language processing. Furthermore, consistent with studies of reading, we 

demonstrated an effect of lexicality within these domain-specific components of the 

language network manifested by greater activation during nonword than real word spelling, 

presumably reflecting the greater cognitive demands associated with phonological-to-

orthographic mappings involving unfamiliar stimuli. Increasing processing demands during 

nonword spelling were also associated with the recruitment of domain-general frontoparietal 

networks involved in attention and executive control.
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Appendix 1. List of pseudowords and irregular words employed in this 

study

Irregular Words Pronounceable Pseudowords

give gone boke troe

move dead herm snoy

talk grew feen foys

type have dewt tuddy

shoe group sume lorn

blood voice bruth kwine

chief book kroid hannee

yacht budge pites sarcle

choir shove foit sheem

fight thief reesh thalk

fruit floor skart berk

knife learn chench kittle

learn field merber remmon

noise cross floke gort

share fence wessel doncept

debt dumb feve gand

lamb beak leng murnee

myth germ nuck veece

yawn worm pesh plen

cloak glove tink wundoe

moose pulse sheen sloser

rinse phase thalk dree

shove knock jenior trin

thief sauce resords thell

vague tread suntry skart
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Highlights

• Nonword spelling recruits left-lateralized language and domain-general 

networks for attention

• FMRI findings for nonword spelling are generally consistent with 

studies of nonword reading

• Results support the idea that sublexical spelling depends on dorsal 

language pathway
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Figure 1. 
Schematic of the experimental task. Each run consisted of five epochs of three 

pseudorandomized conditions: a) spelling irregular words (e.g., choir), b) spelling nonwords 

(e.g., kroid), and c) drawing common geometric shapes as a control for motor planning and 

implementation (see text for detail).
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Figure 2. 
Areas of significantly greater activation for (a) irregular word spelling than a graphomotor 

control (top) included three clusters encompassing the left IFG and adjacent insula, left STS, 

and the anterior cingulate/SMA. Areas of significantly greater activation for (b) nonword 

spelling than a graphomotor control (bottom). Areas activated greater for nonword spelling 

included six clusters encompassing most of the left IFG and adjacent PCG and insula, a less 

extensive region in the homotopic right IFG, left STS almost entirely overlapping with that 

region activated for irregular words, the anterior cingulate/SMA, and lvOT/VWFA 

(translucency indicates that that this region did not meet full significance for FWE cluster 

extent).
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Figure 3. 
Areas of significantly greater activation for nonword spelling than irregular word spelling 

(hot) and the reverse contrast (cool). Areas with greater activation during nonword spelling 

included left IFG (pars triangularis, opercularis) and adjacent PCG and insula, less extensive 

homotopic regions in right IFG, left intraparietal sulcus (IPS), and lvOT/VWFA 

(translucency indicates that that this region did not meet full significance for FWE cluster 

extent). Areas activated greater for irregular word spelling were limited to posterior 

cingulate gyrus/retrosplenial cortex at midline (bottom right).
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Figure 4. 
Results of three ROI analyses with the lvOT. Error bars are ±1 standard error of the mean.
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