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ABSTRACT

Objective: Electronic health records (EHRs) are an increasingly common data source for clinical risk prediction,

presenting both unique analytic opportunities and challenges. We sought to evaluate the current state of EHR

based risk prediction modeling through a systematic review of clinical prediction studies using EHR data.

Methods: We searched PubMed for articles that reported on the use of an EHR to develop a risk prediction

model from 2009 to 2014. Articles were extracted by two reviewers, and we abstracted information on study de-

sign, use of EHR data, model building, and performance from each publication and supplementary documenta-

tion.

Results: We identified 107 articles from 15 different countries. Studies were generally very large (median sam-

ple size¼26 100) and utilized a diverse array of predictors. Most used validation techniques (n¼94 of 107) and

reported model coefficients for reproducibility (n¼83). However, studies did not fully leverage the breadth of

EHR data, as they uncommonly used longitudinal information (n¼37) and employed relatively few predictor

variables (median¼27 variables). Less than half of the studies were multicenter (n¼50) and only 26 performed

validation across sites. Many studies did not fully address biases of EHR data such as missing data or loss to fol-

low-up. Average c-statistics for different outcomes were: mortality (0.84), clinical prediction (0.83), hospitaliza-

tion (0.71), and service utilization (0.71).

Conclusions: EHR data present both opportunities and challenges for clinical risk prediction. There is room for im-

provement in designing such studies.
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INTRODUCTION

The use of electronic health records (EHRs) has increased dramat-

ically in the past 5 years. In 2009, 12.2% of US hospitals had

a basic EHR system, increasing to 75.5% by 2014.1 Beyond

facilitating billing and patient care, the dynamic clinical patient in-

formation captured in structured EHRs provides opportunities for

research, including developing and refining risk prediction algo-

rithms.2
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Journal of the American Medical Informatics Association, 24(1), 2017, 198–208

doi: 10.1093/jamia/ocw042

Advance Access Publication Date: 17 May 2016

Review

http://www.oxfordjournals.org/
http://www.oxfordjournals.org/


EHR-based risk prediction studies depart from traditional risk

prediction studies in several significant ways. Traditionally, risk pre-

diction algorithms have been developed from large cohort studies

such as the Framingham Heart Study.3 These studies were designed

to follow people for years or even decades. As such, they have prede-

fined inclusion criterion, regular follow-up of participants, specified

metrics to collect, and protocols for adjudicating outcomes. Unlike

cohort data collected for research purposes, EHR data are collected

de-facto, more frequently, and may lack the same standardization as

cohort studies. As others have noted, EHR data come with many

challenges.4 EHRs include all patients that touch a medical system,

primarily capture data only when patients are ill, and collect metrics

that clinicians deem to be necessary at each clinic visit. The data

tend to be very “messy” leading to many potential analytic chal-

lenges and biases. Further, EHR-based outcomes and diagnoses vary

based on how they are defined and from what data (ie, billing codes,

medical problem lists, etc.) they are derived.5

However, there are multiple advantages to EHR-based risk pre-

diction. Such de-facto data collection allows one to observe more

metrics, on more individuals, at more time points, and at a fraction

of the cost of prospective cohort studies. One can use the same set of

data to predict a wide range of clinical outcomes – something not

possible in most cohort studies. As data are sometimes observed

with greater frequency (as opposed to yearly visits), it is also easier

to predict near-term risk of events. Furthermore, patient populations

derived from the EHR may be more reflective of the real-world than

cohort studies that rely on volunteer participation. Finally, predic-

tion models based on EHR data can often be readily implemented

unlike traditional algorithms that need to be translated to a clinical

environment.

The goal of this systematic review is to assess how authors have

utilized EHR data as the primary source to build and validate risk

prediction models. Multiple reviews of prognostic models have been

performed for a variety of disease areas.6–9 In this review, we focus

specifically on the unique components of EHR data and how they

have been utilized. We evaluated the studies on aspects of the re-

ported design, analysis, results, and evaluation that may be impor-

tant for the validity and utility of these models. We highlight areas

where researchers can leverage the unique components of EHRs and

pitfalls that need to be considered.

METHODS

We followed the PRISMA10 guidelines for reporting our systematic

review.

Data Sources and Searches

Using PubMed we performed a systematic review of clinical predic-

tion studies using EHR data. Ingui et al.11 suggested search terms

for clinical prediction papers that were later updated by Geersing

et al.12 reaching a sensitivity of 0.97. To limit the search to EHR-

based studies we added the search terms: “((Electronic Health

Record*) OR (Electronic Medical Record*) OR EHR OR EHRs

OR EMR OR EMRs)).” We limited our search to recent papers

published between January 1, 2009 and December 31, 2014 (final

search March 1, 2015). We anticipated that few relevant papers, if

any, would have been published before 2009, since use of EHR for

predictive purposes is a recent evolution. Upon review of the search

results, we noticed that some studies were not identified (particu-

larly those from the QResearch database13) since they did not

explicitly mention EHR (or its permutation) in the abstract. There-

fore, we searched specifically for these studies as well as additional

studies by research groups for which we had already identified pub-

lications in this area.

Study Selection

We included all papers (including conference proceedings) published

in English that used an EHR system as a primary data source to

develop a prediction algorithm to predict a clinical event or out-

come. This excluded certain common types of papers such as those

evaluating predictor associations, developing a “computable

phenotype” definition (ie, algorithmic definition for the presence of

a clinical event), applying or validating an already developed predic-

tion algorithm, using only simulated data, or proposing a methodo-

logical approach. Two reviewers (B.A.G., A.M.N.) independently

reviewed all studies, reaching a consensus on all “approved” studies.

Data Extraction, Quality Assessment, Synthesis, and Analysis

First, for each paper, we categorized the journal as being a medical

(eg, Diabetes Care), informatics (eg, Journal of the American Medi-

cal Informatics Association), or health services (eg, Medical Care)

journal. To determine how to evaluate papers, we consulted the

recently published TRIPOD14,15 guidelines for reporting of risk pre-

diction studies and the review by D’Agostino et al.16 and then

focused on the study aspects that were particular or unique to EHR-

based studies. We evaluated papers on three general domains: study

design, leveraging of EHR data, and model development, evaluation

and reporting. For study design we abstracted information on: the

nature of the clinical sample, whether it was a single or multicenter

study, the outcome predicted and how it was abstracted from the

EHR, the study design (cohort vs case-control), and the time horizon

for the outcome. For leveraging of the data we abstracted: the sam-

ple size, number of events, the number of variables considered and

whether they were predefined, use of longitudinal (repeated) data,

consideration of informed presence, handling of missing data, and loss

to follow-up. Finally, we abstracted information on: the type of predic-

tion model used, whether validation was performed (both internal and

external), which evaluation metrics were used, how the models per-

formed, whether individual variables were assessed, and whether a final

model was reported. For studies that evaluated more than one model

type (eg, 30 day vs 1 year mortality, logistic regression vs machine

learning derived model) we noted which models performed best.

Data were abstracted from the abstract, main text, and any sup-

plement material (when available). Study characteristics were

counted and cross-tabulated. No specific summary measures or syn-

theses were calculated across studies.

RESULTS

Our initial search resulted in 8127 papers. Reviewer 1 identified 90

potentially acceptable papers while reviewer 2 identified 57. Upon

comparison, 81 17–97 (1.0%) were eventually included, 43 of which

had been identified upfront by both reviewers, in line with the posi-

tive predictive value of 1% reported by Ingui et al. on their

search filter. Upon secondary search we identified 26 additional

papers,98–107 17 of which were based on the QResearch data-

base,108–124 for a total of 107 papers. Table 1 lists the 107

abstracted papers and a supplemental table has full abstraction

details. While papers were rejected for a variety of reasons, the most

similar class of papers were those that were using EHR data to
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Table 1. Characteristics of Studies Included in the Review

Author Year Location Sample size

(no. of events)

Outcome Time horizon

Himes 2009 Partners Healthcare Research Patient Data Registry 10 341 (843) Chronic obstructive pulmonary disease 5 years

Hipsley-Cox 2009 QResearch, UK 3 773 585 (115 616) Diabetes 10 Years

Hipsley-Cox 2009 QResearch, UK 3 633 812 (50 755) Fracture 10 Years

Sairamesh 2009 Not reported 30 095 (NR) Non-adherence Not reported

Smits 2009 Five Health Centers Amsterdam, NL 3045 (470) Persistent attenders 3 years

Amarasingham 2010 Parkland Hospital, TX 1372 (331) Death or readmission 30 days

Crane 2010 Mayo Clinic, MN 13 457 (NA) Number hospital visits 2 years

Hipsley-Cox 2010 QResearch, UK 3 610 918 (205 134 app) Cardiovascular disease 10 years

Hipsley-Cox 2010 QResearch, UK 3 953 092 (110 250 app) Kidney disease 10 years

Johnson 2010 Kaiser HMO 5171 (145) Hyperkalemia 1–90 days

Lipsky 2010 CareFusion 8747 (1021) Bacterimia Variable

Liu 2010 Kaiser HMO 155 474 (NA) Length of stay Variable

Matheny 2010 Vanderbilt University Medical Center 26 107 (1352) Acute Kidney Injury Risk and Injury 1–30 days

Robbins 2010 Massachusetts General and Brigham Women’s Hospital 1074 (120) Virological failure 1 year þ
Skevofilakas 2010 Athens Hippokration Hospital, Greece 55 (17) Retinopathy 5 years

Tabak 2010 CareFusion 2 450 224 (105 579) Mortality Variable

Wu 2010 Geisenger Health System, PA 4489 (536) Heart failure 6 months

Barrett 2011 Vanderbilt University Medical Center 832 (216) Adverse events 30 days

Chang 2011 Taipei Medical University, Taiwan 4682 (505) Hospital Acquired Infection Not reported

Cheng 2011 Veterans Administration 12 589 (3329) Diabetes 8 years

Hipsley-Cox 2011 QResearch, UK 3 594 690 (3970) Gastric cancer 2 years

Hipsley-Cox 2011 QResearch, UK 3 673 278 (6071) Lung cancer 2 years

Hipsley-Cox 2011 QResearch, UK 3 555 303 (21 699) Thromboembolism 1 and 5 years

Kor 2011 Mayo Clinic, MN 4366 (113) Acute Lung Injury 5 days

Lipsky 2011 CareFusion 3018 (646) Amputation Variable

Meyfroidt 2011 Leuven University Hospital, Belgium 961 (NA) ICU length of stay and discharge Variable

Puopolo 2011 Kaiser, HMO 1413 (350) Infection 3 days

Robiscsek 2011 Northshore University Health System, Chicago, IL 52 574 (1804) Methicillin-resistant Staphylococcus aureus 24 h

Saltzman 2011 CareFusion 61 726 (1813) Mortality Variable

Smith 2011 Kaiser HMO 4696 (1859) Hospitalization or mortality 5 years

Westra 2011 15 Home Health Agencies, United States 1793 (684) Improved urinary incontinence Variable

Woller 2011 Intermountain Healthcare 143 975 (5288) Venos Thromboembolism 90 days

Zhao 2011 Not reported 15 069 (98) Pancreatic cancer Not reported

Busch 2012 19 US Clinics 3168 (NA) Survey score 1 year

Casserat 2012 3 US Hospices 21 074 (5562) Mortality 7 days

Cholleti 2012 Emory University 232 705 (NR) Readmission 30 days

Churpeck 2012 Northwestern Medical Center, IL 47 427 (2908) Cardiac arrest and ICU transfer 30 min

Escobar 2012 Kaiser HMO 43 818 (4036) Deterioration after admission 12 h

Hipsley-Cox 2012 QResearch, UK 3 587 653 (7401) Colorectoral cancer 2 years

Hipsley-Cox 2012 QResearch, UK 4 726 046 (88 457) Fracture 10 years

Hipsley-Cox 2012 QResearch, UK 1 767 585 (1514) Ovarian cancer 2 years

Hipsley-Cox 2012 QResearch, UK 3 608 311 (2196) Pancreatic cancer 2 years

Hipsley-Cox 2012 QResearch, UK 3 599 890 (4500) Renal cancer 2 years

Hivert 2012 Center Hospitalier Universitaire de Sherbrooke, Canada 31 823 (2997) Diabetes of Coronary Heart Disease (CHD) 5 years

Hong 2012 National System, Korea 4 713 462 (57 706) Hospital mortality Variable

Karnick 2012 Marshfield Clinic, Wisconsin 1093 (547) Atrial Fibrillation 1, 3, 5 years

Kawaler 2012 Marshfield Clinic, Wisconsin 720 (144) Venous thromboembolism 90 days

Khan 2012 13 US Hospitals 227 (34) Readmission 30 days

Mani 2012 Vanderbilt University Medical Center 2280 (228) Diabetes 1 year.180, 1 day

Monsen 2012 14 US Home Health Care Organizations 1643 (496) Hospitalization Not reported

Navarro 2012 Community Medical Center, CA 8298 (897) Readmission 30 days

Nijhawan 2012 Parkland Hospital, TX 2476 (623) Death 30 day admission 30 days

Tescher 2012 Mayo Clinic, MN 12 566 (416) Pressure Ulcer Time to event

Wang 2012 Veterans Administration 198 460 (14 124) Hospitalization or mortality 30 days and 1 year

Alvarez 2013 Parkland Hospital, TX 46 974 (585) Resuscitation or mortality Variable

Baille 2013 University Pennsylvania Health System, PA 120 396 (17 337) Readmission 30 days

Billings 2013 Five Primary Care Trusts, UK 1 836 099 (94 692) Admission 1 year

Choudhray 2013 Eight Hospitals Chicago, IL 126 479 (9151) Readmission 30 days

Churpeck 2013 Northwestern Medical Center, IL 59 643 (3038) Cardiac arrest and ICU transfer 24 h

Eapen 2013 US National Linkage 30 828 (8374) Death or readmission 30 days

Escobar 2013 Kaiser, HMO 391 584 (19 931) Mortality 30 days

Hebert 2013 Northshore University Health System, Chicago, IL 829 (198) Relapse 15–56 days

Hipsley-Cox 2013 QResearch, UK 6 673 458 (4 190 003) Admissions 2 years

Hipsley-Cox 2013 QResearch, UK 1 908 467 (35 508) Cancer 2 years

Hipsley-Cox 2013 QResearch, UK 1 942 245 (34 434) Cancer 2 years

Jin 2013 Gangnam Severance Hospital, Seoul, Korea 19 303 (1328) Bacteremia 24 h

Kennedy 2013 Veterans Administration 113 973 (4995) Cardiovascular or cerebrovascular death 5 years

Mathias 2013 Northwestern Medical Faculty Foundation, IL 7463 (838) Mortality 5 years

Perkins 2013 Geisenger Health System, PA 607 (116) Readmission 30 days

Ramchandran 2013 Northwestern Medical Center, IL 3062 (294) Mortality 30 days

Rothman 2013 Four US hospitals 171 250 (NA) Patient condition defined through mortality 24 h mort, 30 day

readmission

Singal 2013 Parkland Hospital, TX 1291 (347) Readmission and death 30 days

Tabak 2013 CareFusion 512 484 (2083) Mortality Variable

Tabak 2013 CareFusion 102 626 (3197) Mortality Variable

Wang 2013 Veterans Administration 4 598 408 (378 863) Mortality or hospitalization 90 days and 1 year

(Continued)
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validate a phenotype or type of diagnosis. These papers report very

similar metrics; however, they are not aiming to predict a future

event but detect a current clinical status. Over the 6-year study

period the number of papers increased from 5 in 2009 to 31 in

2014. Papers were published in what we defined as medical

(n¼67), informatics (n¼27), and health services (n¼13) journals.

Studies originated from EHRs in 15 different countries.

Designing EHR Prediction Studies

Most studies used a cohort design (n¼94), with the rest using case-

control. Studies differed on whether single or multiple EHRs were

used. Forty studies were single-center studies. Another 17 studies

occurred across multiple hospitals but used the same EHR system.

These included studies within the Veterans Administration (VA) sys-

tem, Geisenger Health System, and Kaiser Permanente. The remain-

ing 50 studies encompassed linkage across different EHR systems in

multiple hospitals across a city or region in the same country. This

included studies that aggregated data into single databases like Care-

Fusion (n¼7) and QResearch (n¼17).

Many studies considered multiple end points (eg, readmission

and mortality). Mortality, both in- and out-of-hospital was the most

common outcome (n¼27). Of studies that looked at overall mortal-

ity, most relied on linkage with the Social Security Death Index and/

or the National Death Index. Twenty papers were published looking

at service utilization with a primary focus on 30-day readmission

(n¼11). Although re-hospitalization can occur at different hospitals

than the index hospital, only half of these studies were multicenter.

The largest class of papers (n¼60) were those predicting a clinical

endpoint (eg, venous thromboembolism or myocardial infarction).

There was heterogeneity in how outcomes definitions were defined

and reported. Several of these studies (n¼6) did not report how out-

comes were defined, 22 relied on only ICD-9/10 codes, while

32 used additional information such as laboratory measures (eg, glu-

cose levels for diabetes) or medications (eg, anti-depressant use for

depression).

Finally, we examined the time horizon of prediction. Of the 81

studies with defined end-points (ie, not having variable time like in-

hospital mortality), 34 predicted an outcome of<90 days, with a

30-day horizon being the most common (n¼22). Conversely, 32 (17

of which were from QResearch) studies looked at events at 1-year or

further out.

Leveraging EHR Data

Figure 1 displays how different studies leveraged the amount of

available data. Overall the sample sizes were large. There was a

median size of 26 100 observations and 39 studies had sample sizes

above 100 000. The median number of events was 2543. Among

cohort studies, there was heterogeneity in the prevalence of the out-

come, with a median event rate of 8.2% (Interquartile Range (IQR):

3%, 20%). The median number of predictors was 27, with only 29

studies using 50 or more predictors, and 46 studies using 20 or

fewer.

Challenges inherent to EHR data include modeling repeated

measurements, handling missing data, and considering loss to fol-

low-up. Table 2 describes how different studies approached these

issues. Most (n¼70) studies did not consider repeated

Table 1. Continued

Author Year Location Sample size

(no. of events)

Outcome Time horizon

Wells 2013 Cleveland Clinic, OH 33 067 (3661) Stroke, Heart failure (HF), CHD, mortality Variable

Atchinson 2014 All Children’s Hospital, FL 400 (50) Venous thromboembolism Variable

Ayyagari 2014 Geisenger Health System, PA 34 797 (4272) Stroke 3 years

Carter 2014 Nuffield Orthopedic Center, England 2130 (NA) Length of stay Variable

Churpeck 2014 University of Chicago Medical Center, IL 59 301 (2543) Cardiac arrest and ICU transfer Variable

Churpeck 2014 Five Chicago Hospitals, IL 269 999 (16 452) Cardiac arrest and ICU transfer 8 h

Dai 2014 Boston Medical Center, MA 45 579 (NR) Hospitalization for heart procedure 1, 3, 6, and 12 months

Goldstein 2014 US Dialysis Clinics 3394 (1697) Sudden Cardiac Death 48 h, 30 day, 90, 180, 365

Gultepe 2014 UC Davis, CA 741 (151) Mortality Variable

Gupta 2014 Barwon Health, Australia 736 (NR) Mortality 6, 12, 24 month

Hao 2014 Linkage Maine Hospitals 487 572 (96 703) Readmission 30 days – time to event

Hebert 2014 Ohio State University Health Center, OH 3968 (888) Readmission 30 days

Hipsley-Cox 2014 QResearch, UK 5 446 646 (175 982) Stroke 10 years

Hipsley-Cox 2014 QResearch, UK 6 097 082 (632 500) Bleeds 5 years

Huang 2014 Palo Alto Medical Foundation and Group Health Research 35 000 (5000) Depression 6 months and 1 year

Huang 2014 Pediatric Clinics, MI 104 799 (11 737) No Show Variable

Konito 2014 University Hospital, Finland 23 528 (NA) Patient Acuity Next Day

Kotz 2014 GP Practices, Scotland 27 088 (728 658) Chronic Obstructive Pulmonary Disease 10 years

Mani 2014 Vanderbilt University Medical Center 299 (209) Sepsis 12 h

O’Leary 2014 Medstar Washington Hospital Center, Washington DC 219 (77) Surgical Intervention Variable

Puttkammer 2014 2 Hospitals, Haiti 923 (196) ART Failure Months 7–12

Rana 2014 Barwon Health, Australia 1660 (105) Readmission 30 days and 12 months

Rapsomaniki 2014 Caliber Database, UK 102 023 (28107) Mortality or MI Variable

Roubinian 2014 Kaiser, HMO 444 969 (61 988) Blood Transfusion 24 h

Sho 2014 Children’s Hospital Pittsburgh, PA 157 (35) necrotizing enterocolitis totalis (NEC) – Totalis Variable

Smolin 2014 Rambam Medical Center, Israel 23 792 (4985) Mortality 6 months and 1 year

Still 2014 Geisenger Health System, PA 690 (436) Diabetes Remission 2 months, Variable

Sun 2014 Vanderbilt University Medical Center 1294 (615) Hypertension Control Variable

Tabak 2014 CareFusion 2 199 347 (52 603) Mortality Variable

Tran 2014 Barwon Health, Australia 7399 (13) Suicide Attempt 30, 60, 90, 180 days

Uyar 2014 German Hospital, Turkey 2453 (270) In-vitro Fertilziation (IVF) Implantation 1 day

Zhai 2014 Cincinnati Children’s Hospital, OH 7298 (526) Transfer to PICU 24 h

NA¼Continuous outcome (eg, length of stay) so number of events is not applicable; NR¼Not reported; appr¼Exact number not reported. Estimated from

the paper.
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measurements. Among those that did, most used summary metrics

with only 8 studies modeling multiple measures over time. Another

area of challenge for EHR data is the presence of missingness. Miss-

ing data can be present in the predictors or in the outcomes (via cen-

soring). Only 58 studies assessed missingness, with the most

common strategy being multiple imputation. A related complication

is informative observations – where the presence of an observation

(clinic visit) is itself meaningful. No study assessed the role informa-

tive observations may play. Finally, censoring and loss to follow-up

were not always well investigated. We determined that censoring

was not applicable to any study that looked at in-hospital events,

leaving 73 applicable studies. Of these, only 12 assessed the role cen-

soring may play.

Model Development, Evaluation and Reporting

Generalized linear models (ie, logistic regression, Cox regression,

etc.) were the most common algorithms used (n¼84) to develop the

prediction model. Other approaches included, Bayesian methods

(n¼11), random forests (n¼10), and regularized regression

(ie, LASSO and ridge regression) (n¼7). Most studies that used

regression incorporated some form of variable selection (n¼67),

most often via stepwise approaches. Conversely, studies that used

machine learning methods were more likely to include all of the

selected variables (n¼14). All but 13 studies used some form of vali-

dation. The most common form was split sample (n¼67), followed

by cross-validation (n¼21) and then bootstrapping (n¼9), with

some studies using multiple forms of validation. Of the 50 studies

that involved multiple hospital and EHR systems, 26 performed

their validation across the sites – ie, training in one (set of) site(s)

and validating in another.

Most of the papers (n¼90) assessed the model’s discrimination

via the c-statistic. Figure 2 shows the c-statistics across outcome

type. For studies that reported more than one c-statistic (eg, over dif-

ferent time horizons), the best fitting model is reported. The mortal-

ity and clinical prediction studies had higher median c-statistics

(c¼0.84 and 0.83, respectively) than hospitalization and service uti-

lization prediction studies (c¼0.71 and 0.73, respectively). The c-

statistic was not related to publication year (Spearman r¼0.07),

suggesting that studies published in recent years are not only the

ones with better predictive discrimination ability. Of the 12 studies

that assessed model performance over different time horizons, all

but 3 reported that the models performed worse the further out they

forecast. Furthermore, of 7 studies that reported internal as well as

external validation results, 5 had stronger performance on the
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Figure 1. Leveraging of available data across different studies.

Table 2. Challenges of EHR Data

Longitudinal data Missing data Loss to follow-up/

Competing Event

Not considered

(n¼ 71)

Not considered

(n¼ 49)

Not considered

(n¼ 40)

Peak value (n¼ 14) Single imputation

(n¼ 16)

In hospital event

(n¼ 33)

Mean/Median (n¼ 7) Multiple imputation

(n¼ 21)

Time to event model

(n¼ 22)

Count (n¼ 11) Complete case (n¼ 10) Linked to registry

(n¼ 7)

Variability (n¼ 2) Missing category/

indicator (n¼ 12)

Remove those lost

(n¼ 5)

Trend (n¼ 3) Drop variable (n¼ 3)

Time Varying (n¼ 9)

202 Journal of the American Medical Informatics Association, 2017, Vol. 24, No. 1



internal sample. Finally, of the 8 models that reported performance

for both logistic regression and machine learning models, 6 reported

better performance among the machine learning models. Beyond c-

statistics, other evaluation metrics were less common. Only a minor-

ity of papers assessed model calibration (n¼48) typically via the

Hosmer-Lemeshow test or Calibration Slope. Another way models

were evaluated was through comparison to existing risk scores,

which 26 studies did. This included comparing to human judgment

(n¼7). All but 2 studies reported that their algorithm performed as

well or better than the comparative approach. Of these studies, four

calculated the Net Reclassification Index. Few studies used metrics

that assess the potential impact of the model on practical decision-

making, with only 26 studies reporting the positive predictive value

(PPV), with a median value of 1.7%. The PPV was uncorrelated

with the reported AUC (r¼�0.18, 95% CI, �0.45 to 0.12).

Almost all studies (n¼95) assessed the association of some or all

of the predictor variables. Finally, over three-quarters of the studies

(n¼83) reported the final model so that they could be reproduced

and/or implemented. This was most common among those using lin-

ear models (logistic regression, LASSO etc.) where 73 of 85 studies

reported the model coefficients.

DISCUSSION

Over the past 6 years, at least 107 studies have been published creat-

ing prediction models using EHR data, with the number of these

studies increasing over time. Overall, we found room for improve-

ment in maximizing the advantages of EHR-data for risk modeling

and addressing inherent challenges (see Table 3).

The primary advantage of EHR data is its size. As expected most

studies had large sample sizes, with 39 studies having a sample size

of over 100 000 people. The latter group is larger than other com-

mon large epidemiological cohorts and is more comparable to large

registries. However, unlike registries, EHRs are not disease-specific,

allowing one to look at multiple outcomes with the same data

source. For example, 4 different algorithms were published with

data from the Geisenger Health System, modeling the probability of

heart failure,95 30-day readmission,66 stroke,20 and diabetes remis-

sion.82

Another advantage of the large data size in EHRs is the opportu-

nity to create validation sets. Almost all studies performed some val-

idation either through cross-validation or sample splitting.

However, external validation was uncommon and almost all studies

validated performance within the same EHR. This limits generaliz-

ability and may reduce discrimination when these models are

applied in other sites or in other EHR systems.125 A key area for

future improvement would be the use of multicenter studies.126 The

use of hospital networks in a single region can ensure fuller capture

of patient encounters – improving internal data reliability. Studies

performed in closed networks like Kaiser Permanente and the Veter-

ans Affairs (VA) illustrate this design. More important is the valida-

tion across different systems. Risk scores such as the Framingham

Risk Score were designed to be general scores that could be used in

any population and have been adopted even across different coun-

tries.127 However, hospitals (and by extension EHRs) serve specific

patient populations and a strong score should leverage the unique

characteristics of that population. Of the 49 studies that used multi-

ple sites, only 26 validated across those sites, 17 of which were per-

formed by the QResearch team. This represents a lost opportunity

to assess the external validity of a prediction algorithm. While the

limited data suggest scores perform worse externally, an important

open question is how well a prediction algorithm developed in one

center will port to another. This then raises some important ques-

tions: should we expect that a model developed in one site should

port over to another center? More importantly, should individual

centers attempt to optimize their prediction model for their particu-

lar center or try to create generalizable scores? Efforts such as

PCORNet128 that allow for creation of linked hospital networks

may help facilitate multicenter analyses needed to create and assess

more broadly generalizable EHR-based risk scores.

The advantages of the size of EHR data are not limited to num-

bers of patients – a key advantage is access to a large number of

potential predictor variables. In defining clinical outcomes, most

studies used a variety of data elements, moving beyond just billing

codes. However, we found that many studies, did not fully utilize

the depth of information on patients available in the medical record

to identify predictor variables. Many studies instead opted for

smaller predefined lists. Moreover, few studies used longitudinal

measurements for patient. The opportunity to observe changes in
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Figure 2. Distribution of c-statistics across different outcomes. Thirteen mod-

eled more than one outcome type.

Table 3. Areas of improvement

Challenge Way to Improve Rationale

1 Multicenter

studies

Use EHRs from multiple

sites

Assess portability of

models

Validate Across Sites

2 Predictor var-

iables

Incorporate time-varying

(longitudinal) factors

Better leverage from

the available data

Use larger variable sets

3 Consideration

of biases

Missing data Assess the robustness

of the modelsLoss to follow-up

Informed presence

4 Evaluation

metrics

External validation Develop an under-

standing of how

models will impact

clinical decision

making

Metrics of Clinical Utility

(eg, PPV, Net Benefit)
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patients is a key strength of EHRs. While the integration of such

repeated observations is challenging from a statistical perspective,

methods do exist.129

Two of the largest challenges in EHR-based studies are the pres-

ence of missing data and informative presence. While missing data

has been an acknowledged challenge in EHR studies,130 little more

than half of the studies commented on the presence of missing data,

with studies using a variety of analytic approaches. More importantly,

no study commented on the issue of informative presence. It is has

been recognized that EHRs contain sicker people on average131 and

others have noted that this can lead to biased associations.132 How-

ever, there has been minimal work in this area, and it is unclear how

such biased observations impact prediction models. Another challenge

is the potential for loss to follow-up, which few studies assessed. Out-

side of comprehensive medical systems (eg, Kaiser Permanente, VA) it

is unclear what role such biases may play. This is particularly impor-

tant for studies that assess hospital readmission as patients can get

readmitted elsewhere, without knowledge to the researcher.

The final area that studies can show improvement is in the use of

evaluation metrics. Almost all studies assessed the model’s discrimi-

nation via the c-statistic. Because the value of the c-statistic is inde-

pendent of the prevalence of the outcome,133 it is useful for

comparing models across different diseases. However, this makes

the c-statistic poorly suited for assessing clinical utility as many out-

comes in EHR based studies are relatively rare. The promise of EHR

based prediction models is to improve clinical decision making.2

Therefore, to assess clinical utility, metrics that take prevalence into

account such as PPV should also be assessed. Moreover, as our

results illustrate, and others have noted,134 there is minimal relation-

ship between the PPV and the c-statistic.

One area we have not considered is the (future) role of genetic

data. As evidenced by efforts like the eMERGE Network,135 genetic

data will likely become a regular field in EHRs and used in predic-

tion models.136 While this will create many foreseeable and unfore-

seeable technical and analytic challenges,137–140 this also creates a

problem for model application: any patient that is not a regular

patient in the health system will likely not have these data on file.

Our ability to develop risk predictors that use information available

beyond the point-of-care, such as genetic and socio-economic fac-

tors, is dependent on our ability to resolve these issues.

There are some limitations in our analysis. As the search results

suggest, this is a very dynamic field, and there are likely some studies

published that we did not capture. In particular, any paper that did

not specify the EHR as the data source would be missed unless cap-

tured by our research team name-specific searches. Another limitation

is that since we aimed to understand the status quo of the literature in

general, we did not do meta-analysis for any of the results for specific

outcomes. Future studies could focus on particular outcomes (eg, 30-

day readmission) to see how they perform and which algorithms are

optimal. In addition, our review only focuses on the published results

and reported information in publications. Therefore, it is possible that

some studies did consider, eg, missing data but simply did not report

it. Finally, this review only focused on the development of the algo-

rithm and the reported metrics. As more of the models find their way

into clinical practice, it will be important to assess how they perform

prospectively.

We suggest a number of areas that researchers should consider

when conducting EHR-based predictions studies. Firstly, it is clear

that more work is needed in the implementation of multicenter stud-

ies that use multiple EHRs, and these studies should attempt to vali-

date their results across the different centers. Moreover, it is

important to assess in each case whether we should strive for gener-

ally deployable scores or center-specific ones. There is room to use

more predictor variables, particularly longitudinal information.

Future work needs to consider the impact of informed presence and

how that influences prediction models. Similarly, more consideration

needs to be taken for missing data as well as loss to follow-up. While

model reporting was very good in the studies that used logistic regres-

sion, it is important to consider what the added gain would be of a

more complex model. Finally, since risk models are often used for

clinical decision support, evaluation metrics should assess how the

algorithms impact clinical decision making.
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