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Circadian clocks regulatemuch of behavior and physiology, but themechanisms by which they do so remain poorly
understood. While cyclic gene expression is thought to underlie metabolic rhythms, little is known about cycles in
cellular physiology. We found that Drosophila insulin-producing cells (IPCs), which are located in the pars inter-
cerebralis and lack an autonomous circadian clock, are functionally connected to the central circadian clock circuit
viaDN1neurons. Insulinmediates circadian output by regulating the rhythmic expression of ametabolic gene (sxe2)
in the fat body. Patch clamp electrophysiology reveals that IPCs display circadian clock-regulated daily rhythms in
firing event frequency and bursting proportion under light:dark conditions. The activity of IPCs and the rhythmic
expression of sxe2 are additionally regulated by feeding, as demonstrated by night feeding-induced changes in IPC
firing characteristics and sxe2 levels in the fat body. These findings indicate circuit-level regulation of metabolism
by clock cells inDrosophila and support a role for the pars intercerebralis in integrating circadian control of behavior
and physiology.
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Circadian clocks constitute an endogenous timekeeping
system that drives rhythms of behavior and physiology
and synchronizes them with respect to each other and
the external environment. Anticipation of environmental
changes and the coordination of biochemical and physio-
logical processes are critical for optimal physiological
function, as evidenced by the association of clock dis-
ruption with poor health outcomes, including cancer, car-
diovascular disease, and metabolic disorders (Turek et al.
2005; Sahar and Sassone-Corsi 2009; Marcheva et al.
2013).

While circadian clocks are present in almost all body
tissues, rhythms of behavior and some physiological pro-
cesses depend on clock circuits in the brain. In fruit flies
(Drosophila melanogaster), the brain clock circuit is com-
prised of ∼150 neurons that express the core molecular
clock components. These neurons are grouped based on
their neuroanatomical location and function and include
the small and large ventral lateral neurons (LNvs), the dor-
sal lateral neurons (LNds), and three groups of dorsal neu-
rons (DN1–3) (Nitabach and Taghert 2008; Allada and
Chung 2010; Yoshii et al. 2012). The small LNvs (sLNvs)
appear to be the master circadian regulators (Allada and

Chung 2010; Roberts et al. 2015) and coordinate the activ-
ity of the other neurons in the clock network via the re-
lease of pigment-dispersing factor (PDF), an LNV-specific
neuropeptide (Allada and Chung 2010). Although LNvs
are sufficient to drive rest:activity rhythms in constant
darkness (DD) and set the period of the clock, robust
behavioral and physiological rhythms are an emergent
property of the clock network as a whole (Peng et al.
2003; Guo et al. 2014; Yao and Shafer 2014; Roberts
et al. 2015; Liang et al. 2016). LNds and DN1 neurons
are targets of PDF and play roles in regulatingmultiple fea-
tures of circadian behavior, including rhythm strength,
phase, and circadian period (Murad et al. 2007; Lear
et al. 2009; Zhang et al. 2010; Guo et al. 2014).

In addition to possessing molecular clocks, clock cells
show rhythms of electrical activity. This is well docu-
mented for clock cells in the mammalian brain clock,
the suprachiasmatic nucleus, and has also been demon-
strated for some of the Drosophila clock neurons. Al-
though the all-important sLNvs have been difficult to
access for electrophysiology, recordings from large
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LNvs and DN1 neurons show increased action potential
firing rates in the early morning that decrease through
the day and then begin to rise again during the night
(Sheeba et al. 2007, 2008a,b; Cao and Nitabach 2008;
Flourakis and Allada 2016). Consistent with their pepti-
dergic identity, LNvs also show rhythms of firing mor-
phology, with higher burst firing during the day and
tonic firing or no firing at night (Sheeba et al. 2007,
2008a; Cao and Nitabach 2008). The rhythmic electrical
activity of clock cells is required for rest:activity
rhythms and is driven by oscillation of the core molecu-
lar clock (Nitabach et al. 2006; Park and Griffith 2006;
Cao and Nitabach 2008; Sheeba et al. 2008b; Depetris-
Chauvin et al. 2011).
A major question in chronobiology is how central clock

cells transmit time of day information to other parts of the
brain and perhaps even to peripheral tissues to produce
rhythms of behavior and physiology. To address this, we
needed to identify circadian-relevant cells that act down-
stream from the clock and determine how these cells en-
code circadian signals. Recent work identified the pars
intercerebralis (PI) as an important output region control-
ling rest:activity rhythms in Drosophila and additionally
showed that the PI is connected to the core clock LNvs
via DN1 neurons (Foltenyi et al. 2007; Cavanaugh et al.
2014; Park et al. 2014; Cavey et al. 2016). The PI regulates
a number of processes that are under circadian control, in-
cluding locomotion,metabolism, and sleep (Belgacem and
Martin 2002; Rulifson et al. 2002; Broughton et al. 2005;
de Velasco et al. 2007; Foltenyi et al. 2007; Crocker and
Sehgal 2010). However, PI cells do not express molecular
clockmachinery, so time of day information from the cen-
tral clockmust propagate directly or indirectly from clock
neurons to the PI (Jaramillo et al. 2004; Allada and Chung
2010; Cavanaugh et al. 2014).
Interestingly, the PI is best known as the site of insulin-

producing cells (IPCs) in Drosophila. The IPCs have
not been implicated in the direct control of circadian
rest:activity rhythms, although insulin appears to act dur-
ing development to modulate rest:activity rhythms in a
Drosophila disease model (Cong et al. 2015; Monyak
et al. 2016). In mammals, on the other hand, pancreatic
β cells contain molecular clocks, and rhythmic secretion
of insulin appears to be important for metabolic homeo-
stasis (Van Cauter et al. 1991; Boden et al. 1996; Peschke
and Peschke 1998). However, themechanisms underlying
rhythmic insulin secretion are not known. Although less
complex and not yet implicated in metabolic rhythms,
the Drosophila insulin signaling pathway is similar to
that in mammals and is important for metabolism (Rulif-
son et al. 2002; Haselton and Fridell 2010; Nässel et al.
2013). Amajor target of insulin in flies is the fat body, a tis-
sue analogous tomammalian liver and adipose tissuewith
roles in feeding behavior and metabolism (Xu et al. 2008;
Arrese and Soulages 2010). The fat body contains amolec-
ular clock that functions together with the brain clock to
maintain metabolic homeostasis (Xu et al. 2008). The ex-
pression ofmany genes cycles in the fat body, and∼20%of
these maintain their rhythmicity in the absence of the fat
body clock, with cycling of some driven by the central

brain clock through the neuropeptide F (NPF)/NPY sys-
tem (Xu et al. 2011; Erion et al. 2016) However, several
fat body transcripts are not modulated by the NPF system
inDrosophila but by other, still unidentified clock inputs
from other tissues.
Herewe demonstrate that the IPCs of theDrosophila PI

are functionally connected to the central clock via DN1
neurons and drive rhythmic expression of a lipase tran-
script in the fat body. This suggests that peptidergic sig-
naling from the PI plays a role in not only modulation of
rest:activity rhythms but also coordination of metabolic
rhythms in the fat body. Using the IPCs as model clock
output neurons, we show that these cells display daily
rhythms of electrical activity that are controlled non-
cell-autonomously by the circadian clock. In particular,
rhythms of burst firing are lost in a clock mutant. Finally,
we found that IPC physiology and sxe2 expression are also
sensitive to nutritional state, as restricting feeding to the
night periods can partially restore “morning-like” firing
behavior and increase sxe2 transcript levels. These data
are the first to record daily rhythms of neural activity
through electrophysiology of nonclock cells as well as of
IPCs in any organism. They indicate circuit-level, as op-
posed to cell-autonomous, circadian control of insulin
cells in Drosophila.

Results

IPCs represent a metabolic clock output region

The PI comprises a circadian output region required for
rhythmic rest:activity. Of the different groups of peptider-
gic cells in the PI, those that secrete DH44 and SIFamide
are relevant for rest:activity rhythms. Manipulation of
IPCs does not disrupt circadian locomotor rhythms (Cav-
anaugh et al. 2014), but we found through GFP reconstitu-
tion across synaptic partners (GRASP) experiments that,
like the DH44 cells, IPCs physically connect to DN1 cells
of the clock network (Fig. 1A). To test for functional con-
nectivity between DN1 neurons and IPCs, we used the
mammalian purinergic receptor P2X2, which can be stim-
ulated with ATP application, to specifically depolarize
the DN1 neurons (Yao et al. 2012) and simultaneously ex-
pressed GCaMP6m in IPCs to allow monitoring of IPC
calcium levels before and after stimulation of DN1 neu-
rons (Chen et al. 2013). Stimulation of P2X2-expressing
DN1 neurons with 2 mMATP increased GCaMP fluores-
cence in IPCs to an average of 60% above baseline (Fig. 1B,
D,E). GCaMP-expressing IPCs in brains that did not ex-
press a DN1 driver for P2X2 had a greatly reduced re-
sponse to the application of ATP (Fig. 1 B,C). From
these data, we conclude that IPCs are both physically
and functionally connected to DN1 neurons. The re-
sponse of IPCs to DN1 stimulation was heterogeneous
within a single brain, with some cells showing a large re-
sponse, while others had only moderate or no response to
ATP application (Fig. 2E). This suggests heterogeneity in
the connections between DN1 neurons and IPCs such
that some IPCs may not receive any direct input from
DN1 neurons.

Signal integration drives IPC firing rhythms
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The functional connectivity between the clock net-
work and IPCs suggested that IPCs play a clock output
role, perhaps for outputs other than rest:activity behavior.
Given their well-known role in metabolism, we investi-
gated whether the PI IPCs might be clock output cells
that regulate the timing of metabolic processes.

The fat body is a major regulator of metabolism inDro-
sophila. Likemammalian livers and adipose tissue, the fat
body mobilizes nutrients from energy stores in response
to starvation (Arrese and Soulages 2010). Also, as noted
above, the fat body contains a clock that drives rhythmic
expression of many genes, but some cycling genes in the
fat body are regulated by clocks in other tissues, with at
least two controlled by clock cells that release NPF (Erion
et al. 2016). The sxe2 gene, which encodes a lipase, cycles
robustly independently of both the fat body clock and
NPF. To determine whether cycling of sxe2 is regulated
by IPCs, we initially partially ablated IPCs using the cell
death gene reaper. This manipulation caused a moderate
loss of sxe2 rhythm, but, as reaper ablation of IPCs is asso-
ciated with other deleterious phenotypes (Rulifson et al.
2002), we examined insulin-like peptide (ILP) signaling
directly. The IPCs produce three ILPs—ILP2, ILP3, and
ILP5—of which ILP2 is most analogous to mammalian in-
sulin (Nässel et al. 2013). To determinewhether the effect
on sxe2 cyclingwas due to loss of any of these peptides, we
examined mutants lacking ILP2 as well as those lacking
ILP2, ILP3, and ILP5 together. These mutants abrogated
cycling of sxe2 (Fig 2 A–C), suggesting that IPCs act as
clock output cells thatmodulate the rhythm of ametabol-
ic transcript in the fat body via insulin. To determine
whether insulin signals directly to the fat body to regulate

sxe2, we examined sxe2 cycling in flies expressing a dom-
inant-negative insulin receptor (InRDN) in the fat body.
We found that loss of functional insulin receptor in the
fat body results in loss of the sxe2 transcript rhythm
(Fig. 2D). This finding supports the conclusion that insu-
lin is a clock output signaling molecule that regulates
the rhythmic expression of sxe2.

IPCs display rhythms of electrical activity

While rhythms of physiology have been found for clock
cells (Sheeba et al. 2007, 2008a; Cao and Nitabach 2008;
Flourakis and Allada 2016) and predicted in clock output
cells based on calcium oscillation and response to stimu-
lation (Cavey et al. 2016), the rhythmic electrical activity
of clock output cells has never been directly assessed. Us-
ing IPCs as model clock output cells, we characterized
their circadian electrophysiology using whole-cell patch
clamp analysis (Fig. 3). Flies were entrained to 12:12
light:dark (LD) cycles and collected in the morning (Zeit-
geber time [ZT] 0–4), evening (ZT 8–12), or night (ZT 16–
20). We then acutely dissected whole brains and patched
the IPCs to assess multiple electrophysiological parame-
ters, including firing phenotype, event frequency, resting
membrane potential, tonic action potential half-width,
mean burst duration, and event amplitude.

We detected a range of firing phenotypes of IPCs—in-
cluding nonfiring cells, tonically firing cells, bursting
cells, and cells with mixed tonic and burst firing (Fig.
3A)—similar to that seen for core peptidergic pacemaker
neurons. IPC firing frequency varied by time of day (Fig.
3B), being highest in the morning (ZT 0–4). At this time,

Figure 1. IPCs are functionally connected
to the circadian clock. (A) GRASP between
DN1 neurons and IPCs (+; DILP2-Gal4/
LexAOP-GFP11; Clk4.1-LexA/UAS-GFP1-
10). Whole brain (left), outlined in white,
and zoomed view of the PI region (right)
showing the GFP signal in the PI and along
the length of the projection from the DN1
to the PI. (B) Peak-normalized GCaMP6m
fluorescence from individual IPCs after ap-
plication of 2.5 mM ATP to stimulate con-
trol brains lacking P2X2 expression (control
[open symbols]; mean ΔF/F = 1.2 ± 0.1) or
DN1 cells expressing P2X2 receptors (ex-
perimental [filled symbols]; mean ΔF/F =
1.6 ± 0.1). Each point represents a single
cell, and horizontal lines indicate the
mean of all cells. The peak GCaMP excita-
tion upon ATP application is signifi-
cantly higher in the experimental group.
P < 0.001 by Mann-Whitney test. Experi-
mental fly genotype: +;DILP2-Gal4/UAS-
mCherry.NLS;Clk4.1-LexA/LexAop-P2X2,
UAS-GCaMP6m; control genotype: +;

DILP2-Gal4/UAS-mCherry.NLS;+/LexAop-P2X2,UAS-GCaMP6m. (C ) Averaged time course of GCaMP fluorescence in control flies.
ATP was applied at the time indicated by the dashed line. Shading shows SEM. n = 29 cells from nine brains (five male and four female).
(D) Averaged time course of GCaMP fluorescence in experimental flies as in C. n = 39 cells from eight brains (four male and four female).
(E) Normalized time course of GCaMP6m fluorescence from eight IPCs in the same experimental brain shows the heterogeneity of the
response to ATP applied at the time indicated by the dashed line.
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all recorded cells showed firing events, with an equal pro-
portion of cells exhibiting tonic and burst firing. In the
night (ZT 16–20), half of the cells assayed showed no firing
events, although the firing cells displayed an equal propor-
tion of tonic and burst firing. In the late day (ZT 8–12), the
distribution of bursting, tonic, and silent cells was inter-
mediate between the morning and night distributions.
Event frequency of all events considered together showed
time of day variation, with higher firing frequency in the
morning and lower firing frequency in the evening,
when many cells were silent (Fig. 3C). This temporal pat-
tern of firing frequency and temporal distribution of burst/
tonic firing is very similar to that seen for core pacemaker
neurons (Sheeba et al. 2007, 2008a). The difference in event
frequency was significant between ZT 0–4 and ZT 16–20.
Despite the difference in firing rates around the circadi-

an day, restingmembrane potential showed no significant
differences across time points (Fig. 3D). For tonic action
potentials, the half-width varied, withwider action poten-
tials later in the day; this difference was significant be-
tween ZT 0–4 and ZT 8–12, with a trend toward longer
action potentials at ZT 16–20 that could not be statisti-
cally confirmed due to the small number of cells that
were active at this time point (Fig. 3E). Action potential
amplitude showed no circadian variation across time
points. Action potential amplitude varied within any
one time point from ∼5mV to ∼35mV, but the amplitude
within any individual cell was highly consistent across
long periods of recording (Fig. 3F). While the proportion
of bursting cells varied across time points, mean burst
duration did not show significant time of day differences
(Fig. 3G). Overall, these data indicate time of day differ-
ences in firing frequency (including burst firing) and ac-
tion potential width.

Electrical characteristics of IPCs are clock-controlled

To test whether the observed physiological rhythms in
IPCs are controlled by the circadian clock, we assessed
whether these rhythms are maintained in DD in the ab-
sence of a functional core clock. After 18–20 h of DD,
physiological rhythms were not detected (Fig. 4). During
the subjective morning (circadian time [CT] 0–4), the pro-
portions of nonfiring, tonic, and bursting cells resembled
the evening time point in LD cycles (ZT 8–12), with a
small proportion of silent cells and both mixed and tonic
firing in the active cells (Fig. 4A). On the other hand, the
proportions of firing cells during subjective evening (CT
8–12) were nearly identical to the LDmorning time point
(ZT 0–4), with no silent cells andmore than half of the ac-
tive cells exhibiting mixed or predominantly burst firing
(Fig. 4A). These data likely reflect loss of timing/syn-
chrony of different parameters rather than an alteration
in phase. Importantly, no differencewas observed in event
frequency, (Fig. 4B) between CT 0–4 and CT 8–12. There
was a slight trend toward increased tonic action potential
half-width at CT 8–12 (Fig. 4F), similar to thewider action
potentials observed during the evening under LD condi-
tions (ZT 8–12). As in LD conditions, resting membrane
potential, action potential amplitude, and burst duration
did not show circadian variation (Fig. 4C,E,F).
To assess the role of the molecular clock more directly,

we used periodmutant (per01) flies, which are arrhythmic
underconstant conditionsbut showrhythmic rest:activity
patterns in aLDcycle (Konopka andBenzer 1971). Aswild-
type flies do not display significant rhythms of IPC firing
in DD, we assayed per01 mutants in a 12:12 LD cycle.
We reasoned that if the electrophysiological rhythms of
IPC activity were light-driven, they would persist in per01

Figure 2. sxe2 transcript rhythms in the fat body are
regulated by insulin and feeding in the absence of a
clock. (A) Wild-type (Iso31) flies displayed rhythmic
sxe2 transcript expression in the fat body (P = 0.047)
as assessed by JTK_Cycle analysis of quantitative
RT–PCR (qRT–PCR) data. (B,C ) Loss of DILP2 (B) or
DILP2, DILP3, and DILP5 (C ) resulted in loss of
sxe2 transcript rhythm. P = 1.0 and P = 0.42, respec-
tively. (D) Expression of a dominant-negative insulin
receptor in the fat body (takeout-Gal4 >UAS-InRDN)
resulted in a loss of sxe2 transcript rhythm. P = 0.88.
(E) On the fourth day in DD, wild-type flies do not
maintain rhythmic sxe2 transcript expression (filled
symbols). P = 1.00. Restricted feeding (RF; open sym-
bols) from circadian time (CT) 9–15 does not restore
rhythmic sxe2 transcript expression. P = 0.11. (F ) On
the fourth day in DD, period mutant (per01) flies do
not show rhythmic sxe2 transcript expression (filled
symbols). P = 0.35. Restricted feeding (RF; open sym-
bols) from CT 9–15 restores a circadian rhythm with
a peak at CT 16. P = 2.0 × 10−4. n = 3 biological repli-
cates per time point forA–C, E, and F. n = 2 biological
replicates per time point for D.
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mutants under LD conditions, whereas if the rhythms
were clock-driven, they would be eliminated in the ab-
sence of period.

Recordings of per01 mutants showed a nearly complete
loss of burst firing in IPCs at all times of day (Fig. 5A). In
the morning (ZT 0–4), when a large proportion of control
IPCs exhibit burst firing, we found no burst firing in
per01 mutants. In the evening (ZT 8–12) and night (ZT
16–20), we observed only one cell at each of these time
points that displayed “mixed” firing phenotypes, with
41% and 46% of events being bursts, respectively. Addi-
tionally, the proportions of firing and nonfiring cells
across the day were nearly identical in per01 mutants
(Fig. 5A). Thus, the rhythm of event frequency found in
wild-type neurons (Fig. 3C) is lost in per01 mutants (Fig.
5B), as is the rhythm in tonic action potential half-width
(Fig. 5D). Similar to recordings from wild-type control
IPCs, there was no rhythm in resting membrane potential
or action potential amplitude (Fig. 5C,E).

IPCs and their rhythmic output are also modulated
by feeding

Drosophila display feeding rhythms, with the majority of
food intake in the presence of LD cycles occurring during

the morning peak of locomotor activity and a second
smaller peak in the evening (Supplemental Fig. S1). This
feeding rhythm is maintained in wild-type flies in DD, al-
beit with reduced amplitude (Supplemental Fig. S1), and
is regulated by the clock in the fat body (Xu et al. 2008;
Seay and Thummel 2011). Because of the role of IPCs in
sensing metabolic state, we assessed whether feeding
contributes to the observed physiological rhythms of
IPCs. Thus, we used a food restriction paradigm to force
flies to feed during the night. Flies in 12:12 LD conditions
were starved for 18 h from ZT 18 on day 1 to ZT 12 on day
2. Starved flies were subsequently refed from ZT 12 to ZT
15 prior to electrophysiological recording from ZT 15 to
ZT 19. Capillary feeder (CAFE) assays (Ja et al. 2007) dem-
onstrated that refeeding at night after starvation mimics
the food intake pattern observed during the morning feed-
ing peak (Supplemental Fig. S2).

Night-fed flies showed a mixed IPC electrophysiologi-
cal profile, with some properties shifted to more morn-
ing-like phenotypes, while other properties remained
similar to the night time point (ZT 16–20). Similarities
to the normal control morning time point (Fig. 6A)
consisted of fewer nonfiring cells and a larger proportion
of bursting cells than typically seen at the control ZT
16–20 time point. Event frequency also increased with

Figure 3. IPCs display circadian patterns of event frequency and morphology. (A) Fifteen-second representative traces from whole-cell
patch clamp of GFP-labeled DILP2+ neurons from acutely dissected female Drosophila brains. Flies were entrained to a 12:12 LD cycle
and sacrificed and recorded within the time window indicated. (B) Relative proportions of firing phenotypes from IPCs at different win-
dows of the circadian day. (C ) Event frequency of tonic and bursting events for three circadian timewindows. Each point represents a sin-
gle cell, and horizontal lines indicate the mean of all cells. Event frequency in the morning (ZT 0–4) is significantly different from night
(ZT 16–20) by one-way ANOVA. P < 0.05. (D) Resting membrane potential for three circadian time windows. There was no time of day
difference detected by one-way ANOVA. (E) Mean half-width of tonic action potentials for three circadian time windows. Tonic action
potential (AP) half-width is significantly larger in the evening (ZT 8–12) than in the morning (ZT 0–4) by one-way ANOVA. P < 0.05.
(F ) Mean action potential amplitude for three circadian timewindows. Therewas no time of day difference detected by one-way ANOVA.
(G) Mean burst duration for three circadian time windows. There was no time of day difference detected by one-way ANOVA.
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night feeding andwas similar to the firing event frequency
observed at ZT 0–4; i.e., significantly different from the
lower firing event frequency at the control ZT 16–20
time point (Fig. 6B). Not all IPC electrophysiological fea-
tures recorded from night-fed flies shifted to resemble
the control morning phenotype though. Notably, the ton-
ic action potential half-width remained widened even
with night feeding, similar to the control ZT 16–20 time
point, and was significantly different from the control
morning tonic action potential half-width (Fig. 6C). This
may be due to preserved expression of a common reper-
toire of voltage-gated ion channels for both conditions,
as spike width is determined largely by membrane ion
channel composition (Bean 2007). As in all other con-
ditions, there was no rhythm in resting membrane poten-
tial or action potential amplitude in IPCs from night-fed
flies (Fig. 6D,E). Together, these data indicate that firing
of IPCs is modulated dually by the circadian clock and
feeding.
To determine how feeding affects the rhythmic output

of the IPCs, specifically rhythmic sxe2 expression, we
sought to determine whether cyclic expression of sxe2
was controlled directly by the clock, perhaps through
the DN1–IPC circuit, or indirectly through clockmodula-
tion of feeding rhythms. Previous work in our laboratory
identified food-entrainable genes in the fat body, some
of which are food-entrainable only in the absence of a
functional clock, and some of which are food-entrainable
through the clock (Xu et al. 2011). To test whether sxe2 is
a food-entrainable gene, we kept both wild-type and per01

flies in DD either with ad lib food or under restricted feed-
ing conditions, with food supplied only from CT 9–15, a
time when wild-type flies normally have low food intake
(Supplemental Fig. S1). sxe2 transcript rhythms damp-
ened in DD under ad lib conditions, as is typical for cycli-

cally expressed fat body genes (Xu et al. 2011), and
restricted feeding did not restore a rhythm (Fig. 2E).
per01 flies show arrhythmic rest:activity patterns under

free-running conditions and have dampened to no feed-
ing rhythms in LD and DD conditions, respectively
(Supplemental Fig. S1). per01 flies also lack sxe2 transcript
rhythms when fed ad lib in DD, but restricted feeding
from CT 9–15 drove rhythms in the expression of sxe2,
producing an elevated transcript level in the hours after
feeding (Fig. 2F). We conclude that the predominant driver
of sxe2 transcript rhythms in the fat body is the central
brain clock via circuitry that includes, but may not be
limited to, IPCs. Restricted feeding can entrain an sxe2
rhythm only in the absence of a clock, suggesting a
secondary role for feeding, which, under normal condi-
tions, would coordinate with more directly clock-driven
rhythms to support robust sxe2 cycling.

Discussion

We present here the first direct evidence of clock-
controlled electrophysiological rhythms in an identified
class of circadian circuit-driven output cells. Functional
imaging demonstrated that PI IPCs are functionally con-
nected to the DN1 neurons of theDrosophila brain clock.
The fine resolution achieved by patch clamp electrophys-
iology allowed us to determine that not only does firing
rate show circadian rhythmicity, but event morphology
also shows time of day changes in spite of the fact that
these cells do not express a cell-autonomous clock. Addi-
tionally, we show that insulin-producing neurons of the PI
comprise part of a circuit that modulates rhythmic gene
expression in the fat body and can be modulated by nutri-
ent intake. Integration of circadian and metabolic inputs

Figure 4. IPC electrophysiological rhythms are not
maintained in DD. (A) Relative proportions of firing phe-
notypes from IPCs at different windows of the circadian
day when entrained to a light cycle (ZT 0–4 and ZT 8–
12) (data replotted from Fig. 1) compared with flies main-
tained inDD for 18–22 h prior to recording. CT 0–4, n = 7;
CT 8–12, n = 9. (B) Event frequency was not different be-
tween ZT 0–4 and CT 0–4; however, we observed signifi-
cantly higher event frequency at CT 8–12 compared with
ZT 8–12. (C ) Resting membrane potential was constant
across all conditions. (D) Mean half-width of tonic action
potentials was nearly identical between ZT 0–4 and CT
0–4 and also between ZT 8–12 and CT 8–12. Although
the trend toward longer action potentials was main-
tained at CT 8–12, the half-width difference was not sig-
nificant betweenCT 8–12 andmorning time points. (E,F )
Mean action potential amplitude (E) and mean burst
duration (F ) were similar across all conditions.
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in the PI likely permits fine-tuned homeostatic regulation
of physiological processes downstream from the circadian
clock. Together with our previous findings that demon-
strate the control of rest:activity rhythms by the PI, these
data underscore the importance of the PI as a relay station
for multiple outputs from the brain clock circuit.

The circadian system controls physiology in large part
through regulation of circadian gene transcription. While
many tissue-specific transcript rhythms are generated by
tissue-autonomous clocks, the clock in the fat body does
not drive the cycling of all circadian fat body genes (Xu
et al. 2011); rhythmic expression of several transcripts is
regulated by clocks in other tissues, such as in NPF/
NPY neurons (Erion et al. 2016). In this study, we found
that another neuropeptide signal from the brain regulates
rhythmic expression of a different fat body gene (sxe2) (Fig.
1B,C). However, unlike NPF neurons, IPCs do not possess
a cell-autonomousmolecular clock; instead, time of day is
encoded at the circuit level via connections to DN1 neu-
rons of the core clock system. We show that IPC regula-
tion of sxe2 transcript rhythm is dependent on the
presence of both insulin and functional insulin receptors
in the fat body, suggesting that insulin may transmit
time of day signals from IPCs directly to the fat body. In-
terestingly, while sxe2 is not a known target for FOXO,
the best-known insulin-responsive transcription factor, a
few other genes that cycle independently of the fat body
clock—including the clock genes tim and vri as well as
sas, α-man-IIb, ebony, CG17562, andCG5156—are poten-
tial FOXO targets (Alic et al. 2011; Xu et al. 2011; Bai et al.
2013). We note, however, that other insulin-responsive
transcription factors could also be involved in the regula-
tion of cyclically expressed fat body transcripts.

We report a circadian rhythm of IPC firing, with a high-
er firing rate and a larger proportion of bursting events in

the morning. During the night, cells show a lower firing
rate, with wider tonic action potentials and a higher like-
lihood of being electrically silent (Fig. 2). This is consis-
tent with firing patterns observed in lLNv and DN1p
neurons of the clock circuit, both of which show high
morning firing and a nighttime firing trough (Sheeba
et al. 2007, 2008a; Cao and Nitabach 2008; Flourakis
and Allada 2016). Like IPCs, lLNv neurons show an in-
creased proportion of burst firing during the day, while
DN1p neurons display a strictly tonic firing morphology.
The circadian distribution of burst versus tonic firingmor-
phology is interesting, as peptidergic corelease requires
burst firing, while the release of classical small molecule
neurotransmitters without peptide corelease is coded by
tonic firing (WhimandLloyd 1989; Tallent 2008). Inmam-
malian pancreatic β cells, synchronous glucose-dependent
bursting gives rise to widespread changes in calcium con-
centration that lead to pulsatile insulin release (Santos
et al. 1991; Gilon and Henquin 1992). Thus, the presence
of burst firing may be associated with insulin release in
IPCs, which would suggest an increased likelihood of in-
sulin release early in the day, when food consumption is
high. Such circadian “priming” of the metabolic system
for food intake could maximize metabolic efficiency.

IPCs do not maintain a clear pattern of circadian firing
after 18–20 h of DD. We note that, even in clock cells, it
has been technically challenging to detect firing rhythms
inDD (Sheeba et al. 2007; Cao andNitabach 2008).Droso-
phila IPCs do not express the coremolecular clock compo-
nents and hence must receive time of day input from
upstream clock neurons. These circumstances may pro-
mote an even more rapid desynchrony and drift from cir-
cadian firing patterns under constant conditions. The
firing in IPCs is clearly under circadian control, as per01

flies show a loss of firing frequency rhythm as well as an

Figure 5. Ablation of themolecular clock results in a
loss of electrophysiological rhythm. (A) Relative pro-
portions of firing phenotypes from IPCs in per01 flies
in themorning (ZT 0–4), evening (ZT 8–12), and night
(ZT 16–20) showed nearly identical proportions of fir-
ing versus nonfiring cells and a loss of cells displaying
burst firing events. (B–E ) Event frequency, resting
membrane potential (RMP), tonic action potential
(AP) half-width, and action potential (AP) amplitude
from per01 flies at ZT 0–4 (black), ZT 8–12 (red), and
ZT 16–20 (blue). Each point represents a single cell,
and horizontal lines indicate the mean. There were
no significant differences between time points for
any parameter.
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absence of burst firing at all recorded time points. These
data demonstrate that PERIOD is required for not only cir-
cadian variation in IPC firing frequency but also burst fir-
ing at any time of day.
Food intake is expected to affect the activity of insulin

cells, and, indeed, we observed feeding-dependent changes
in IPC firing. In fact, feeding at night overrides clock con-
trol to increase firing at a time when it would normally be
low. This increase likely drives insulin release to mediate
nutrient absorption. Coregulation of IPCs by both the
clock and starvation response systems would serve to
maximize metabolic homeostasis. However, as the IPCs
are also implicated in promoting wakefulness (Crocker
and Sehgal 2010), we cannot rule out the possibility that
increased firing arouses the flies to allow eating at a
time when they would normally be asleep. We also found
that restricted feeding can entrain the sxe2 transcript
rhythm in the fat body but only in the absence of a func-
tional clock. We surmise that feeding cannot override cir-

cadian control to drive sxe2 cycling, suggesting that
feeding cannot sustain rhythms in the system; alterna-
tively, IPC-independent clock signals may contribute to
sxe2 rhythms
As seen in electrophysiological analysis of clock neu-

rons (and most other neuronal classes), IPC properties
show heterogeneity between cells even within a time
point. We also observed cell-to-cell heterogeneity in the
GCaMP response to stimulation of DN1 neurons. This
is not due to experimental variation but likely reflects
real heterogeneity of cellular behavior. Although we
define all 14 DILP2+ cells of the PI as “IPCs,” these cells
differ from each other in terms of several properties,
such as secretion of drosulfakinin and the expression of
SLOB protein (Jaramillo et al. 2004; Söderberg et al.
2012). Such heterogeneity is increasingly recognized in
the nervous system and elsewhere, leading to the rapid ad-
vent of approaches targeted toward single-cell analysis
(Baslan and Hicks 2014).
We propose amodel inwhich IPCs are signal integrators

that can be regulated dually by the clock and nutrient in-
take (Fig. 7) and whose firing modulates multiple down-
stream physiological processes in a coordinated fashion.
In this model, the clock may both directly and indirectly
regulate IPC firing. Our functional imaging data show
that DN1 clock neurons directly regulate IPCs, although
the clock may also indirectly regulate IPC activity by in-
fluencing the timing of food intake. Loss of IPC firing
rhythms in per01 flies also supports the role of direct circa-
dian input in rhythmic IPC firing. This model also shows

Figure 6. Restricting feeding during the night period partially re-
stores “morning-like” firing properties. (A) Relative proportions
of firing phenotypes from ZT 0–4 and ZT 16–20 (data replotted
from Fig. 1) compared with flies starved for 18–22 h, fed for 2 h
from ZT 12–14, and sacrificed for recording from ZT 15–19. (B)
The event frequency for flies fed at night (open blue circles) is
similar to the morning event frequency (black) and significantly
higher than for control flies from the same time window fed ad
lib (filled blue circles). (C ) The mean tonic action potential
half-width for flies fed at night (open blue circles) still resembles
the night phenotype (filled blue circles) and is significantly differ-
ent from the morning time window. (D,E) The mean action po-
tential amplitude (D) and resting membrane potential (E) for
flies fed ad lib versus flies with night-restricted feeding are not
significantly different.

Figure 7. Model for dual modulation of IPCs by the circadian
clock and feeding. Inputs from the brain clock can modulate
IPC activity both directly via inputs fromDN1 neurons and indi-
rectly via clock control of feeding rhythms. Starvation can alter
feeding rhythms, leading to altered IPC activity. IPC firing
rhythms control insulin-dependent and insulin-independent
downstream processes, which include metabolic transcript
rhythms in the fat body and behavioral arousal.
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that, under starvation conditions, altered food intake pat-
terns can drive IPC firing activity, presumably to allow in-
sulin secretion to facilitate nutrient uptake and preserve
metabolic homeostasis. We suggest that IPC firing is
both a circadian and metabolic output in Drosophila
that leads to insulin-dependent signaling to the fat body
and other regions. Together with previous work, these
findings indicate that the Drosophila PI is a clock output
region and signal integration center that receives a diverse
array of environmental and endogenous inputs to regulate
multiple behavioral and physiological processes via both
local and circulating peptide signals.

Materials and methods

Fly lines

Flies were maintained on standard cornmeal/molasses food
at 25°C in 12:12 LD conditions unless otherwise specified.
The following fly lines were used: Iso31 (isogenic w1118 stock),
Dilp2mCherry, per01, DILP2-Gal4, takeout-Gal4, Clk4.1-LexA,
UAS-dORK-NC1, UAS-InRDN (K1409A), UAS-mCherry.NLS,
UAS-GCaMP6m, UAS-GFP1-10, LexAop-GFP11, LexAop-P2X2
(III), ILP2, and ILP2,3,5 knockout mutants (Grönke et al. 2010).

GRASP

Brains expressingGFP1-10 in IPCs under the control of the Gal4-
UAS system (DILP2-Gal4>UAS-GFP1-10) and GFP11 in DN1
neurons under the control of the LexAop system (Clk4.1-LexA>-
LexAop-GFP-11) were imaged via confocal microscopy to assess
GFP fluorescence (Cavanaugh et al. 2014).

GCaMP imaging and analysis

We constructed +;DILP2-Gal4/UAS-mCherry.NLS;Clk4.1-LexA/
LexAop-P2X2,UAS-GCaMP6m flies. These flies express mCherry
with a nuclear localization sequence and GCaMP6m in IPCs un-
der the control of the Gal4-UAS system (DILP2-Gal4> UAS-
mCherry.NLS, UAS-GCaMP6m) and P2X2 receptor in DN1
neurons under the control of the LexAop system (Clk4.1-LexA>
LexAop-P2X2). GCaMP andmCherry fluorescence in acutely dis-
sected brains frombothmale and female flieswas imaged via con-
focal microscopy. We acquired z-stacks of the PI region while
perfusing control artificial hemolymph (AHL) and after establish-
ing a stable GCaMP baseline, switching to perfusion of 2 mM
ATP in AHL. AHL consisted of 70 mM NaCl, 5 mM KCl, 1.5
mM CaCl2, 4 mM MgCl2, 10 mM NaHCO3, 5 mM trehalose,
115 mM sucrose, and 5 mM HEPES (pH 7.1).
ImageJ was used to create sum projections of GCaMP and

mCherry fluorescence for each z-stack. Regions of interest were
drawn around individual IPCs that showed no overlap with other
IPCs to measure fluorescence intensity. Only four to eight cells
per brainwere suitable for analysis, asmany cells were too tightly
clustered to allow single-cell analysis. From this point, analysis
was conducted on each cell independently. Maximum GCaMP
fluorescence intensity was normalized to mCherry fluorescence
intensity at each time step. To observe changes in GCaMP fluo-
rescence intensity over time, the GCaMP/mCherry value was
normalized to baseline fluorescence by dividing by the average
GCaMP/mCherry fluorescence for the first four time steps
of each experiment for each cell; this measurement is reported
as ΔF/F.

Fat body quantitative RT–PCR (qRT–PCR)

Abdominal fat bodies were collected from 5- to 10-d-old male
flies. For experiments in a LD cycle, flies were entrained to a
12:12 LD light cycle for at least 3 d. For experiments in DD, en-
trained flies were moved to DD and dissected on the fourth day
of DD. For food restriction experiments, on the first day in DD,
flies were switched from standard food to 1% agar. Starting the
following day, flies were fed standard food for a specific 6-h period
each day and maintained in 1% agar the rest of the time. Flies
were again dissected on the fourth day of food restriction andDD.
For each time point, 16–20 fat bodieswere collected for each ge-

notype, and each time point was replicated in three independent
experiments. The abdominal fat body was dissected in 100% eth-
anol by separating the abdomen from the rest of the body and re-
moving internal organs, leaving the fat body attached to the
cuticle. Fat bodies were then placed in RNeasy lysis buffer (Qia-
gen, Inc.) on dry ice for RNA extraction according to the RNeasy
manufacturer’s protocol. RNA was reverse-transcribed using the
SuperScript II reverse transcription kit (ThermoFisher). qRT–
PCR was performed on a ViiA 7 real-time PCR system (Applied
Biosystems) using SYBRGreen (LifeTechnologies). The following
primer sequences were used for qPCR: sxe2 (forward, 5′-TGCGG
TACGATCTTTATACGCC-3′, and reverse, 5′-CTAACTGGCC
ATTTCGGATTGA-3′) and β-actin (forward, 5′-GGACCGGAC
TCGTCATACTC-3′, and reverse 5′-CTGGCGGCACTACCA
TGTATC-3′). sxe2 transcript levels were normalized to β-actin
to control for variations in total RNA content between samples.
Significant rhythmicity of transcript levels was determined using
the JTK_Cycle algorithm (Hughes et al. 2010).

Capillary feeder (CAFE) assays

For each assay, 10 groups of four female flies were housed in stan-
dard vials on 1% agar with a calibrated capillary tube containing
5% sucrose for 1 d prior to the assay to familiarize them with
the food source. On the day of the assay, capillaries were refilled,
and the meniscus level was marked for each capillary every 2
h. These measurements were converted to microliters and nor-
malized to single-fly consumption.Circadian rhythmicitywas as-
sessed and determined using the JTK_Cycle algorithm (Hughes
et al. 2010).

Electrophysiology

Whole brains were dissected from 5- to 10-d-old female flies im-
mobilized on ice in cold external recording solution. Brains
from time points between ZT 0 and ZT 12 were dissected under
white light. Dissections from ZT 16 to ZT 20 were illuminated
by weak 600-nm LEDs. Dissected whole brains were placed in a
chamber and secured using a nylon fiber holder. After finding
cells in white light, daytime recordings were conducted using
only room lighting. For ZT 16–20, white light was filtered to al-
low only 550- to 600-nm light for finding cells, and recordings
were conducted in darkness. To visualize DILP2+ neurons in
wild-type flies, expression of the GFP-tagged physiologically neu-
tral nonconducting open rectifier channel (dORK-NC1-eGFP)
was driven using the Gal4-UAS system in Iso31 flies (Nitabach
et al. 2002). In per01mutant flies, DILP2+ neuronswere visualized
by expression of mCherry under the DILP2 promoter. Brief illu-
mination of brains at excitatory wavelengths for GFP (480 nm)
or mCherry (560 nm) was required at all time points to identify
DILP2-positive cells.
Electrophysiological recordingsweremade using anAxonMul-

ticlamp 700B patch clamp amplifier (Molecular Devices), digi-
tized with a Digidata 1550 (Molecular Devices), and acquired

Barber et al.

2604 GENES & DEVELOPMENT



using pClamp 10 software (Molecular Devices). Recordings were
low-pass Bessel-filtered at 2 kHz and digitized at 10 kHz. Borosi-
licate glass patch pipettes (10–15 mΩ resistance) were filled with
an internal solution consisting of 102 mM K-gluconate, 0.085
mM CaCl2, 1.7 mM MgCl2, 17 mM NaCl, 0.94 mM EGTA, and
8.5 mM HEPES with an osmolality of 235 mOsm and a pH of
7.2. External solution consisted of 101 mM NaCl, 1 mM CaCl2,
4 mM MgCl2, 3 mM KCl, 5 mM glucose, 1.25 mM NaH2PO4,
and 20.7 mM NaHCO3 with osmolality 250 mOsm and a pH of
7.2 (Sheeba et al. 2007).
Data analysis was performed using pClamp10 and Origin-

Pro9.1. Neuronal firing was analyzed over a 2-min window ac-
quired from the midpoint of the stable recording time window
to avoid biasing data sampling. Firing events were identified
and characterized using the Event Detection feature of pClamp10
and validated manually. Events that consisted of a single action
potential that repolarized to the resting membrane potential be-
fore another firing event was initiated were classified as tonic.
Events comprised of multiple spikes that did not repolarize to
the resting membrane potential between spikes were classified
as bursting. Neuronswere classified based on the behaviorwithin
the analysis window. Nonfiring neurons had no firing events
within the analysis window. Neurons were classified as tonic if
>80% of events were tonic and as bursting if >80% of events
were bursts. Neuronswere classified asmixedwhen neither tonic
nor burst events accounted for 80% of events; i.e., one phenotype
did not predominate (Sheeba et al. 2007).
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