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Sounds in the natural environment need to be assigned to acoustic sources to

evaluate complex auditory scenes. Separating sources will affect the analysis

of auditory features of sounds. As the benefits of assigning sounds to specific

sources accrue to all species communicating acoustically, the ability for audi-

tory scene analysis is widespread among different animals. Animal studies

allow for a deeper insight into the neuronal mechanisms underlying auditory

scene analysis. Here, we will review the paradigms applied in the study of

auditory scene analysis and streaming of sequential sounds in animal

models. We will compare the psychophysical results from the animal studies

to the evidence obtained in human psychophysics of auditory streaming, i.e.

in a task commonly used for measuring the capability for auditory scene

analysis. Furthermore, the neuronal correlates of auditory streaming will be

reviewed in different animal models and the observations of the neurons’

response measures will be related to perception. The across-species compari-

son will reveal whether similar demands in the analysis of acoustic scenes

have resulted in similar perceptual and neuronal processing mechanisms in

the wide range of species being capable of auditory scene analysis.

This article is part of the themed issue ‘Auditory and visual scene analysis’.
1. Introduction
Similarly to human subjects, animals often face the ‘Cocktail Party Problem’, i.e.

listeners need to process signals from individual sources in a complex acoustic

environment with many simultaneously active signallers [1]. Thus, animals

should have evolved processing mechanisms that allow the grouping of com-

ponents of sounds from a specific source and the segregation of components

of sounds from different sources as has been described for human auditory

scene analysis (ASA) [2]. Auditory streaming paradigms denote a set of exper-

imental procedures that test the ability for ASA. Given that similar demands for

ASA are on many animals and humans, animal studies can demonstrate

whether human and animal auditory streaming shares many features and

can possibly reveal the neural mechanisms underlying ASA on a cellular basis.

In human psychophysics, auditory streaming of simultaneous sounds and

sequential sounds has been studied involving segregation of components

from the different sources, and integration of components from the same

source [2,3]. In this review, we will focus on the auditory streaming of sound

sequences. Segregation of sounds from simultaneously active sources may

involve a different set of mechanisms from streaming of sequences and a differ-

ent time frame. Simultaneous source segregation will operate on short-term

comparison of stimulus features such as harmonicity of frequency components

or the coherent pattern of rapid modulation of signal components [1]. Auditory

streaming of sequential sounds covers much longer time periods and integrates

stimulus features over a range of seconds for forming hypotheses about the

composition of acoustic scenes from different sources. Sequential auditory

streaming has been described as a dynamic process that develops over time

which has been demonstrated by the build-up of stream segregation [4,5] and

the switching between integration and segregation of streams over a period

of minutes [6]. We will concentrate on paradigms involving sequentially pre-

sented sounds as in the classical psychophysical study by van Noorden [7]
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Figure 1. ABA-triplet stimuli. (a) Regular ABA-triplet sequence. A and B rep-
resent sounds differing, for example, in frequency, location, temporal
structure or any other auditory cue. Additional parameters such as tone dur-
ation (TD), tone repetition time (TRT) and inter-stimulus interval (ISI) are also
indicated. The dotted line indicates the linking of the stimuli during a one-
stream percept by which listeners perceive a ‘galloping’ rhythm. (b) ABA-
triplet sequence with a temporal irregularity in the second triplet. An
onset shift of the B tone in the target triplet is introduced and the response
to the irregularity is used for obtaining an objective measure of stream seg-
regation. The dotted line indicates the linking of the stimuli while listeners
perceive two separate auditory streams, each with an isochronous rhythm.
The salience of the cue difference will determine whether listeners have a
one-stream or a two-stream percept.
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forming the foundation for the wide field of research on

auditory streaming (for an example see figure 1). Here, we

will first introduce the cues and conditions affecting auditory

streaming and provide an overview of behavioural studies in

different vertebrate classes. Then, we will compare the evi-

dence in the electrophysiological studies regarding the

effect of different cues on stream segregation and the tem-

poral dynamics of the neurons’ response to the evidence

from the behavioural studies. In the end, experiments invol-

ving simultaneous recording of neuronal response pattern

and evaluation of the percept revealed by the animal’s behav-

iour are described that provide the most direct approach for

unravelling the mechanisms underlying stream segregation.
2. Auditory cues affecting stream segregation
The auditory streaming percept is thought to rely on two

general types of mechanisms, so-called ‘primitive’ and

‘schema-based’ mechanisms [2]. Schema-based mechanisms

involve top-down processing relying, for example, on inherited

or previously acquired templates for signals. Schema-based

mechanisms may be modulated by attention. Primitive mech-

anisms involve pre-attentive processing in which a stimulus-

driven representation of auditory cues provides the basis for

stream segregation. Previous studies in humans revealed that

differences in the spatial pattern of excitation in the ear provide

potent cues for auditory streaming, but also streams of signals

with overlapping patterns of excitation can be segregated by

processing other cues such as temporal or spatial cues on

higher levels of the auditory pathway [5]. Frequency separation

(e.g. [7]), intensity differences (e.g. [8]) and spectral differences

of sounds (e.g. [9]) may already serve segregating streams
based on peripheral channelling representing the spatial pattern

of excitation in the ear [9]. Spatial separation of competing

sounds can serve to segregate streams with humans exploiting

interaural time differences (ITDs) below 1600 Hz and interaural

intensity differences (ILDs) above 4 kHz (e.g. [10]). The tem-

poral structure of sounds can also be exploited by humans

for stream segregation as was demonstrated by stream segre-

gation based on the difference of temporal envelope (e.g.

[11]), phase spectrum (e.g. [12]) and fundamental frequency

of harmonic tone complexes (e.g. [13,14]). Stream segregation

can be abolished by cues that support the integration of

sounds from the different streams. For example, common

onset of sounds is a grouping cue that can completely override

frequency cues that would result in perceiving segregated

streams of tones [15]. This indicates that auditory streaming

depends on the weighting of different cues supporting the seg-

regation or integration of sounds into streams. A number of the

cues relevant to stream segregation in human subjects have also

been shown to be relevant for animals, and a number of animal

studies have demonstrated neural correlates of auditory stream

segregation by specific cues used by human subjects.
3. Behavioural studies of auditory streaming
In human psychophysical research, generally two types of

experimental paradigms are used: one involving subjective

and one involving objective measures [16,17]. For obtaining a

subjective measure of stream segregation, listeners are required

to directly indicate whether ongoing sound sequences are heard

as separate streams or as one concurrent stream. For obtaining

an objective measure of stream segregation, listeners do not

directly indicate the streaming percept, but are performing a

task in which sensitivity is enhanced or decreased by the stream-

ing percept and, therefore, different perceptual thresholds can be

observed [16].

In human studies involving subjective measures, subjects

are often instructed how a stream can be identified by a typi-

cal patterning of the perceived sounds [5]. ‘Instruction’ in

animal studies can be achieved by providing the animal

subject with a template that is learned to identify a pattern

or by relying on an innate template that is employed in recog-

nizing species-specific signals. The former requires a carefully

designed learning paradigm that supplies the animal subject

with an acquired reference pattern whereas the latter requires

an excellent knowledge of the natural behavioural context in

which an innate reference pattern is usually involved. For

example, in the goldfish a learned template can be generated

by classical conditioning of a physiological response elicited

by an aversive stimulus that then obtains a behavioural

significance [18]. In songbirds, the species-specific song

template is learned in a developmental process [19]. Tem-

plates can also be innate as, for example, is demonstrated

by genetically determined release mechanisms that trigger

gray treefrogs’ mating behaviour and that requires no pre-

vious learning [20]. The behavioural response relying on

the template can then be employed to conclude whether the

animal subject perceived signal components as belonging to

one stream or to separate streams.

For obtaining objective measures of auditory streaming, a

behavioural task is chosen in which the streaming percept

influences the subject’s performance and, thereby, the animal’s

performance indirectly will reveal its streaming percept. If



rstb.royalsocietypublishing

3
both animals and humans can perform a specific perceptual

task, this objective measure can be used to directly compare

results from behavioural experiments in animals and results

from human psychophysical experiments. By designing tasks

in which segregation improves perception of a signal modifi-

cation or in which integration improves perception of a

signal modification, either the perception of signals being seg-

regated into different streams or of signals being integrated

into one stream can be studied [21].
.org
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(a) Auditory streaming in frogs
Frogs form noisy aggregations during breeding seasons. Male

frogs produce loud calls to attract females (‘advertisement

call’). Where choruses of different species coexist, frogs must

discriminate their conspecific vocalizations from that of other

species and hence frogs have been used as animal model of

auditory streaming (for review, see [22,23]). Frogs apply

innate templates to recognize conspecifics, and this has been

used to infer the integration of sounds into one stream.

Studies in frogs make use of characteristics of natural calls

eliciting a phonotactic approach behaviour indicating their

auditory streaming. The advertisement calls of gray treefrogs

consist of periodic pulses with the pulse rate being an indicator

of the species. The advertisement calls of the eastern gray tree-

frog (Hyla versicolor) and Cope’s gray treefrog (Hyla chrysoscelis)
have overlapping spectra with a frequency range from 1

to 2.8 kHz, but the two species differ in the pulse rate of

their calls with Cope’s gray treefrog having double the

pulse rate (35–50 pulses s21) as the eastern gray treefrog

(18–24 pulses s21) [23]. Investigating eastern gray treefrogs,

Schwartz & Gerhardt [24] constructed pulse trains with a

pulse rate similar to that of natural calls. They presented calls

from two separate sources with alternating pulses and

observed how the phonotactic approach was affected by fea-

tures that may affect stream segregation. If the frogs would

integrate the pulse trains from the two sources, they would per-

ceive the pulse rate typical for the sibling species (Cope’s gray

treefrog) and should not approach the loudspeaker. If they

would segregate the two sources, they should be attracted

to either source because the segregated sources presented the

conspecific pulse rate. The result showed that eastern gray tree-

frogs segregated the sources if these were separated by 1208
whereas the attractiveness dropped considerably if the spatial

separation was reduced to 458. If the pulses from the two

sources differed in loudness, stream segregation was improved

[24]. To investigate stream segregation by frequency difference

in Cope’s gray treefrogs, Nityananda & Bee [25] used stimuli

consisting of target pulses presented at the natural rate that

were interleaved with distractor pulses of the same or a differ-

ent frequency. The response towards the series of target pulses

was increased if the frequency separation between target and

distractor pulses was increased allowing segregating target

and distractor pulses. Those studies clearly demonstrate

stream segregation in gray treefrogs based on spectral, intensity

and spatial cues (for review of ASA in frogs see [22,23]).

The role of a template in grouping sequential sounds has

even been more clearly demonstrated in the Tungara frog

(Physalaemus pustulosus) that has a complex call of a ‘wine’

and ‘chucks’ that are produced with a specific temporal relation

[26]. If the natural temporal relation is not given, this may be an

indication that wines and chucks are from two different sources

(i.e. calling males) and should not be integrated into an
auditory stream. Thus, the relative timing of these two call

components is crucial for eliciting a phonotactic response by

the females. Also in this species, spatial separation has found

to provide cues relevant for segregation [26].

(b) Auditory streaming in fish
Although fish hear with a different part of the inner ear than

humans (i.e. the sacculus), fish are also able to segregate sig-

nals and assign these to different sources for analysis. Fay

[18,27] investigated stream segregation in the goldfish

(Carassius auratus) by observing respiratory water flow that

was modified by classical conditioning. In an initial training,

a train (or a mixture of trains) of tone pulses was presented

with a specific pulse rate and carrier frequency and the

animal was classically conditioned to respond with a

reduction of gill movement upon hearing the training

sequence. In subsequent tests, Fay [18] varied the pulse rate

and observed how the fish’s response was related to the

response conditioned with a specific pulse rate. If it was the

same despite differences in the stimulus carrier frequency,

the animals must have generalized. This implies that the

fish heard segregated trains during conditioning with a mix-

ture because they now responded to isolated components of

the mixture. Segregation of the pulse trains by frequency

was further enhanced by onset asynchrony of two trains.

To specifically investigate the effect of spectral overlap on

stream segregation in the goldfish, Fay [27] used a sequence

of ABAB pulse trains as conditioning stimuli in which the

A pulse centre frequency was fixed at 625 Hz and the B

pulse centre frequency varied between 240 and 500 Hz and

the overall pulse rate was held constant at 40 pulses s21 (A

and B rates were 20 pulses s21 each; figure 2a). The fish

were then tested for the generalization of the response to a

pulse train composed of 625 Hz tone pulses only varying in

rate between 20 and 80 pulses s21. If the fish had integrated

the pulses of different frequency in the training phase, they

would show the strongest generalization to 40 pulses s21. If

they had segregated the pulse trains in the training, the stron-

gest generalized response would be expected at 20 pulses s21.

The goldfish’s response indicated integration if the carrier fre-

quency of the alternating pulses was 500 and 625 Hz, and

increasing segregation was observed if the separation of

centre frequency of the two pulse trains was increased.

These results suggest that the goldfish has similar auditory

stream segregation to that observed in human perception.

(c) Auditory streaming in birds
Songbirds typically use vocal signals to communicate and doing

so in the cacophony of the dawn chorus requires that birds solve

the stream segregation problem. Wisniewski & Hulse [34]

reported that the European starling (Sturnus vulgaris) could

learn to discriminate song segments from two different starling

individuals, even when the segments were embedded in a back-

ground of additional conspecific songs from a third individual.

This suggests that the birds perceive the songs of each singer as

separate auditory streams. Hulse et al. [28] further investigated

the capability of stream segregation in the European starling

by adding song segments of different bird species or a dawn

chorus to starling song segments while they learned to discrimi-

nate snippets of bird call sounds that either included or did not

include starling song. Starlings could pick out the snippet with

the conspecific song segment even if the song of different bird



0

20

40

60

80

100

120

20 40 60 80

ge
ne

ra
li

za
ti

on
 (

%
)

 pulse repetition rate (pps)

240 Hz

305 Hz

390 Hz

500 Hz

0

1

2

3

4

–80 –40 0 40 80

se
ns

iti
vi

ty
 d

¢

masker location (°)

0

1

2

3

4

se
ns

iti
vi

ty
 d

¢

time shift (%)

0 semitones

6 semitones

12 semitones

10 30 50 70 90
0

10
20
30
40
50
60
70
80
90

100

 2
-s

tr
ea

m
 r

es
po

ns
e 

(%
)

starling baseline

monkey baseline

starling

monkey

stimulus

1-stream
training

0.9 2-stream
training

3 5 9 21
semitone probes

50
55
60
65
70
75
80
85
90
95

100

co
rr

ec
t i

de
nt

if
ic

at
io

n 
(%

)

stimulus

0

1

2

0 10 20 30 40

se
ns

iti
vi

ty
 d

a

frequency shift (%)

6 semitones

9 semitones

12 semitones

FDL Std

starling other
birds

nightingale thrasher mocking-
bird

starling

(e) ( f )

(b)(a)

(c) (d )

Figure 2. Behavioural measures of stream segregation. (a) Stream segregation in the goldfish [27]: the fish learned to associate a specific rate of tone pulses (20 or
40 pulses per second) with an electric shock as indicated by the gill response. In training, the pulses had a carrier frequency alternating between 625 Hz and the
frequency indicated in the legend. In testing, only 625 Hz pulses were presented. If the two pulse frequencies are perceived as one stream, 100% generalization is
expected. (b) Discrimination of songs presented in a multispecies song background by the European starling [28]. Baseline shows discrimination with a training set,
probe shows the generalization to novel songs. Chance performance is 50%. (c) Perceptual segregation of two sequences of a and b tones differing in frequency by
the European starling (squares [29]) and by the Rhesus macaque monkey (circles [30]). Baseline training stimuli should evoke a clear one-stream- or two-stream-like
percept. A and B tone in probe sequences differed in frequency as indicated on the horizontal axis. Chance performance is 50%. (d ) Objective behavioural measure of
stream segregation in the European starling [31]. Sensitivity for detecting the onset time shift of the middle tone in an ABA triplet ( frequency difference between a
and b indicated by the legend) is expected to be reduced if A and B tones are processed in separate streams. (e) Objective measure of stream segregation in ferrets
[32]. Sensitivity data for detecting a frequency shift of B tones in ABAB sequences (frequency difference between lower A and higher B tone indicated by the legend)
are expected to be better if A and B tones are processed in separate streams. The FDL Std graph shows the ferret’s discrimination ability for a single sequence of
tones. ( f ) Sensitivity for discriminating two different rhythms in the cat presented from the front (08) in relation to angle of sound incidence from which a masker
rhythm is presented (averaged over six animals [33]). Sensitivity is expected to be reduced when signal and masker are processed within a single stream.
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species or the dawn chorus were simultaneously presented.

They even could generalize features from the songs to novel

song segments that the starlings were able to discriminate with-

out additional training. After having been trained with the

mixtures, they were also able to classify individual single-species

song segments as being part of the starling or non-starling con-

taining mixtures (figure 2b). All these results demonstrate that
the starlings possibly segregate the mixed sounds and perceive

them as different auditory streams. Dent and co-workers [35]

investigated effects of simpler features of song elements on audi-

tory streaming. They initially trained budgerigars (Melopsittacus
undulatus) and zebra finches (Taeniophygia guttata) to discrimi-

nate a sequence of song syllables from a sequence in which

one of the syllables was missing. They then presented probe
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stimuli in which that syllable was presented from another spatial

source location, with another sound level, time shifted, with a fil-

tered frequency spectrum, or in which the syllable was replaced

by another syllable (even from another species) to evaluate how

this modified syllable was integrated into the auditory stream of

song elements. The birds were expected to show fewer ‘whole

song’ responses if the feature-changed syllable was segregated

from the rest of the syllables (i.e. appeared not to belong to the

song). Location and intensity had larger effects on the response

than the other features that were tested.

Stream segregation in birds was also systematically inves-

tigated using artificial stimuli similar to those used in human

psychophysical studies. MacDougall-Shackleton et al. [29]

observed perceptual stream segregation in European starlings

for series of tone pulses. Using a two-alternative forced-choice

(2AFC) paradigm, they initially trained birds to discriminate a

galloping rhythm produced by triplets of tones separated by a

pause from two types of rhythm patterns that either presented

tones at a slow or a fast isochronous rate (one-stream and two-

stream baseline training; figure 2c). After initial training on

that task, they presented the birds with unrewarded ABA-

triplet sequences (A and B represented tones of different

frequencies) and observed the birds’ choice probabilities for

isochronous rhythm or galloping rhythm, respectively. They

demonstrated that the birds chose the isochronous response

in more than 60% of the probe trials if A and B tones differed

by nine semitones or more, whereas the isochronous response

was shown in only about 30% of probe trials if the frequency

separation was only 0.9 semitones. Their response to the unre-

warded probe triplets suggests that the birds have a subjective

one-stream percept if the frequency difference between A and

B is small and a subjective two-stream percept if the frequency

difference between A and B is 9 semitones or above. Itatani &

Klump [31] also investigated stream segregation in European

starlings with ABA-triplet stimuli using an objective measure

(figure 2d ). Similar to the previous study, ABA-triplet

sequences of tones were used with the frequency difference

being 0, 6 or 12 semitones. The starling had to detect a deviant

triplet in which the middle B tone onset time was slightly

shifted. Birds were required to report the time shift, which

has been shown to be more difficult to detect by human

subjects if A and B tones are represented by separate streams

[16]. Similar to human subjects, increasing frequency

separation between A and B tones reduced the starlings’ sen-

sitivity to perceive the time shift. These findings suggest that

the starling perceives auditory streams of tone sequences

similar to humans.
(d) Auditory streaming in mammals
Similar to birds, most studies on auditory stream segregation

in mammals involve a learned discrimination of stimulus pat-

terns, i.e. reflect to a larger degree the subjective perception of

the pattern relying on a template. Izumi [36] trained Japanese

monkeys (Macaca fuscata) to discriminate two target tone

sequences with differing frequency contours. He then

added distractor tone sequences that either spectrally over-

lapped or did not overlap the discriminated target tone

sequences. Performance of discrimination was significantly

better if distractor frequencies were non-overlapping with

target tone sequences than if they were overlapping.

Christison-Lagay & Cohen [30] trained two Rhesus monkeys

(Macaca mulatta) to report whether an ABAB tone series was
heard as one stream or two streams. To achieve a baseline dis-

crimination, they rewarded a ‘one-stream’ response if the

frequency of A and B tones differed by 1 or 0.5 semitones and

rewarded a ‘two-stream’ response if the frequency of A and B

tones differed by 10 or 12 semitones (figure 2c). The deviation

from chance performance (50%) was not very large, but it was

statistically significant. When they introduced probe stimuli

with a frequency difference between A and B tones of 3 or 5

semitones that were associated with a random reward, the prob-

ability of a one-stream response differed from chance for the 3

semitones but not for the 5 semitone ABAB pattern (figure 2c).

In the 10 semitone condition, the monkeys were less likely to

produce a ‘two-stream’ response if A and B tones were pre-

sented synchronously rather than alternating suggesting that

temporal coherence influences the streaming percept in the

monkey similar to the human. However, compared with the

results obtained with European starlings, the effect of the fre-

quency difference between A and B tones on the reported one-

stream or two-stream percepts was much smaller. European

starlings’ responses differed considerably more from chance

level (50%) than the responses of the monkeys (figure 2c).

Streaming in the rat relying on frequency cues has been

studied using the ABA-triplet paradigm [37]. Rats were trained

to discriminate between a slow isochronous rhythm (similar to

the B-tone rhythm) and a fast isochronous rhythm (similar to

the A-tone rhythm) or a galloping rhythm (i.e. presenting

tone triplets followed by a pause). In this initial training, all

tones had the same frequency. After reaching a baseline per-

formance (65% report probability of the slow rhythm), ABA

triplets with a frequency difference between A and B tones

were introduced as unrewarded stimuli and the response prob-

ability for indicating a slow rhythm was determined. Even in

the baseline training using tones of a single frequency, a high

rate of false positive responses (on average 44%) was observed

which was significantly lower than the hit rate upon presen-

tation of the slow rhythm. The probability for reporting a

slow rhythm if the rats were presented with ABA triplets was

significantly larger at a frequency difference of 12 semitones

than at 2 or 6 semitones. The hit rate in the 2 and 6 semitone con-

ditions was in the same range (34–38%) as the rate of false

positive responses in the baseline training. These results

suggest that the rats may perceive two separate streams of A

and B tones if these differ by 12 semitones, but not if they

differ by 6 semitones or less.

Ma and co-workers [32] investigated an objective measure

of stream segregation in the ferret (Mustela putorius) and pro-

posed that a reduced sensitivity would be expected if stream

segregation occurred (figure 2f ). Ferrets were required to

report the frequency shift of B tones in an ABAB sequence

with A and B tones differing in frequency. Thresholds for

detecting the frequency shift were higher when the frequency

difference between A and B tones got larger which was

similar to psychophysical results obtained in humans [21].

Auditory streaming relying on spatial cues has been eval-

uated in cat (Felis catus) [33] and humans [10] using a similar

stimulus paradigm that was based on the discrimination of

the rhythm of noise bursts. Subjects had to report the presen-

tation of one of two target rhythms in the presence of a

masker rhythm interleaved with the target rhythm. If the

subjects were able to segregate masker and target rhythms,

the sensitivity for discriminating the target rhythms should

be improved. For a target being presented at 08 and the

masker being presented at the same or different angles, the
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cat’s sensitivity monotonically increased on average with an

increasing spatial separation of target and masker reaching

an average sensitivity of nearly 3.5 if masker and target

were spatially separated by 808 (figure 2f ) [33]. This result

suggests that spatial acoustic cues can strongly support

auditory stream segregation.

By applying a paradigm building upon audio-visual (AV)

integration between a regularly timed series of light flashes

and a series of tones, Selezneva and co-workers [38] investigated

the perception of the tone series (ABAB pattern, A and B tones

differing in frequency). Generally, both in humans and crab-

eating macaque monkeys (Macaca fascicularis) responses to the

cessation of the light flash presentation were faster if the presen-

tation of the tone stimuli stopped before the point in time before

the next flash could be expected compared with the response

time for purely visual stimulus series. This result indicates that

humans and monkey showed AV integration. In the AV con-

dition, light flashes were presented in two different temporal

relations with the auditory stimulus. In the first condition

(flash synchronized with every second tone), it was expected

that perceptual segregation has little effect on the response

time, whereas in the second condition (flash synchronized

with every third tone), it was expected that separating the A

and B tones by frequency would increase the response latency.

As expected, in human subjects there was no effect of frequency

in the first AV condition on the visually evoked response latency

while in the second AV condition an increase in the frequency

difference between A and B tones resulted in an increase of

response latency to the cessation of the visual stimulus

suggesting impaired AV integration. The results in the two mon-

keys that Selezneva and co-workers [38] tested pointed in the

same direction showing clear effects of frequency difference in

the second AV condition. Thus, also AV integration can provide

an objective measure of auditory streaming.
4. Electrophysiological correlates of streaming
Only in animal studies can we use electrophysiological

methods to record localized neuronal responses (e.g. local

field potentials, multi-unit activity, single-unit activity) that

are associated with auditory streams whereas human studies

generally rely on non-invasive methods [3]. Two important

features of the electrophysiological response patterns have

been related to auditory streaming. Firstly, it has been pro-

posed that different auditory streams with segregated

sequences of sounds are represented by separate populations

of neurons [39,40]. As correlated activity across many neur-

ons (also being related to oscillatory activity of the cortex)

has been associated with perceptual binding, it has been pro-

posed that temporally coincident activity across different

populations of neurons will lead to a perceptual integration

of signals into a single stream whereas temporally anti-coinci-

dent activity results in perceptual stream segregation [15].

So far the hypothesis relating to the representation of streams

by separate populations has been well studied in animal

experiments while the aspect of temporal coherence across

populations has rarely been investigated [15,41].

As neurons often will be tuned to specific physical character-

istics of sounds (e.g. frequency, intensity, amplitude modulation

frequency, interaural time and intensity differences), differences

between sound signals associated with different streams are

likely to be represented by different populations of neurons,
each tuned to the characteristics of the sounds in the one or

the other stream. Furthermore, the responses to the signals in

the different auditory streams may suppress each other, which

is another neuronal response property that has been associated

with auditory stream segregation. Here, we will summarize

the evidence of neuronal correlates of auditory streaming related

to the different physical features of the sound and the role of

neuronal adaptation and suppression.

The stimulus paradigms that have been applied in the neur-

onal studies of auditory streaming were similar to those applied

in psychophysical studies in humans. Often the ‘ABA-’ or

‘ABAB’ sequences commonly applied in psychoacoustical

studies with human subjects (e.g. [7]) have also been used as

stimuli in the neurophysiological studies in which A and B sig-

nals were characterized by a difference in the physical feature of

the sound. If the neural responses to A and B sounds can be well

distinguished (i.e. different populations of neurons respond to

each of the sounds), this is viewed as a correlate of auditory

stream segregation. As tuning already is found in the auditory

periphery, neural correlates of auditory streaming should be

evident throughout all levels of the auditory pathway. While

frequency tuning already is evident in the inner ear, tuning to

other features of the sound (e.g. amplitude modulation or

binaural cues) will only become evident at higher levels of the

auditory pathway. Where in the auditory pathway the neural

basis of auditory perceptual organization emerge is still actively

debated and may strongly depend on the stimulus features

upon which auditory streaming relies [3,42–45]. Such percep-

tual organization might be affected by the subject’s state

(awake or under anaesthesia) and whether it is passively listen-

ing or attentively analysing a stream [41,46]. Only few animal

studies have investigated the dynamics of the neuronal

response during build-up in stream segregation [47,48]. So far

no neuronal correlates of perceptual switching in auditory

streaming have been investigated because it requires recording

of the neuronal activity during the ongoing behavioural test of

the streaming percept.
(a) Stream segregation by frequency cues
As auditory nerve fibres are tuned to a specific frequency,

stream segregation relying on frequency difference (Df )

may start at the auditory periphery. This peripheral channel-

ling hypothesis [9] was evaluated by computational

modelling [49]. Neural correlates of this hypothesis were

first observed by Fishman and co-workers [39]. They deter-

mined multi-unit activity and current source density

derived from local field potentials elicited by alternating

two tone (ABAB) sequences in the primary auditory cortex

of the awake crab-eating macaque monkey. The A tone fre-

quency was set at the best frequency (BF) of the recording

site and B tone frequency was 10–50% lower or higher than

the A tone frequency. Tone repetition time (TRT), i.e. the

onset-to-onset asynchrony between A and B tones, was also

varied. Their results indicate increasing suppression of the

B tone response as Df between the two tones increased.

TRT also had an effect on the suppression of the B tone

responses indicating forward masking. The role of forward

masking becomes also evident if tone duration (TD: 25, 50,

and 100 ms) is changed while the TRT is held constant

(figure 3a, [40,50]). In recording responses of auditory cortex

neurons in awake Rhesus monkeys stimulated with ABA- tri-

plet sequences, Micheyl and co-workers [48] observed a
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similar effect of Df between the two tones on the differential

representation of A and B tones. Bee & Klump [40] recorded

multiunit activity from the awake European starling forebrain

in response to ABA-sequences with varying Df, TRT and TD

(figure 3a). They showed that larger Df and shorter TRT

evoked larger a response difference between A and B tones,

but showed no significant effect of varying TD. A subsequent

study confirmed the hypothesis that the inter-stimulus interval

(i.e. the silent interval between successive tones) had the lar-

gest effect among various temporal factors (TRT, TD) on the

relative response of starling forebrain neurons which also

suggests a role of forward masking on streaming [53]. Similar

to the monkey and the songbird, Kanwal and co-workers [54]

observed the neural responses in the auditory cortex of the

Mustached bat (Pteronotus parnellii) exhibiting increasing sup-

pression between the two tones in an ABAB stimulus if the

TRT was short. The study suggested that this suppression

may enhance perception of echolocation sounds. The role of

across-frequency suppression has also been demonstrated in

an auditory streaming paradigm related to the ABAB para-

digm that was termed as the rhythmic masking release

paradigm [55] presenting alternating distractor and target

tones to neurons in the primary auditory cortex of the crab-
eating macaque. In that paradigm, identical tone frequencies

for targets and distractors are used and the response to targets

cannot be distinguished from that to the distractors making it

impossible for the neurons to reflect the target rhythm. The

response to distractors was considerably reduced; however,

only if flanking bands were added to the distractor. Although

there was a response to the target tone with no flanking bands,

the response to the distractor was suppressed, thus making it

possible to discern the target tone rhythm from the neural

response. Scholes and co-workers [56] recorded spike

responses to ABAB stimuli with different Df and TRT in the

auditory cortex of the anaesthetized guinea pig (Cavia
porcellus) and showed that the pattern of neural responses

was consistent with human perceptual stream segregation.

Tonotopic patterns of cortical membrane potentials in the

anaesthetized guinea pig also reflected the spatially separated

representation of the two tone signals in ABAB and ABA-

triplet paradigms showing a suppression of the response to

the off-BF tones [57]. Noda et al. [37] recorded local field poten-

tial (LFP) in the primary auditory cortex of anaesthetized rats

and suggest that the amplitude and phase of cortical oscil-

latory activity, especially in the gamma band, carries

important information regarding stream segregation. Already
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in the cochlear nucleus (CN) of the anaesthetized guinea pig,

Pressnitzer et al. [58] observed neural responses elicited by

ABA-streaming sounds that were similar to those observed

in the primary auditory cortex of other mammals and birds.

This suggests that the neural basis of perceptual segregation

by frequency may already emerge in the auditory periphery

as is suggested by the peripheral channelling model.

(b) Stream segregation by temporal cues
Although peripheral channelling is a primary mechanism for the

stream segregation, two sound sequences with overlapping fre-

quency components can also evoke stream segregation if the

temporal structure of those sounds is different [4,5]. In primary

auditory forebrain neurons of the awake European starling,

Itatani & Klump [51] observed a neural correlate of stream segre-

gation based on the response to the temporal envelope of A and B

signals in ABA-triplets with A and B being tones with the same

carrier frequency and differing sinusoidal amplitude modu-

lation. The carrier frequency of two tones was always set to the

characteristic frequency (CF) of the recording site and A and B

tone modulation frequencies varied so that the modulation fre-

quency difference was between 0 and 4 octaves. Spike

responses reflected the modulation tuning characteristic of each

recording site. Although in many cases the spectral components

of the modulated tones were processed by the same auditory

filter to exclude the effect of peripheral channelling, differential

suppression of A and B tone responses was observed

(figure 3b). Thestudysuggests that, similar to peripheral channel-

ling, there may be channelling at higher levels of the auditory

pathway related to acoustic features that are analysed at these

levels. Furthermore, both rate and temporal response properties

of the neuronal response appeared to be suitable for auditory

streaming of 125 ms signals.

Auditory streaming in human subjects can also be elicited by

differences in the phase relation between components of harmo-

nic complex tones (HCTs) resulting in a different temporal

structure of the signals while their frequency spectra do not

differ [12]. Presenting similar HCT stimuli to auditory forebrain

neurons in the awake starling, Itatani & Klump [59] investigated

the neural correlate of streaming by component phase. They

used ABA-sequences in which A was an HCT with components

in cosine phase and B was an HCT with components in cosine,

alternating (odd and even harmonics were in cosine and sine

phase, respectively), or random phase. The results showed

clear differences in neuronal activity elicited by the three types

of HCTs which may provide for a representation of the different

sounds by separate populations of neurons. Using the HCT

ABA-stimuli, Dolležal et al. [60] compared the human percept

and the neural response patterns in the European starling fore-

brain for HCTs with a tone duration of 125 ms or 40 ms.

Human subjects could segregate HC stimuli differing in phase

independent of tone duration. In the responses of starling fore-

brain neurons, the synchrony measure of the response being

related to the temporal structure of the stimulus waveform dete-

riorated with the reduced tone duration whereas the neuronal

rate response measure could represent the different signal

types at the 40 ms stimulus duration suggesting that the rate

measure provides the better correlate to perception.

(c) Stream segregation by spatial cues
Human listeners could discriminate two rhythmic patterns if

the spatial separation of the sources producing the patterns
was as small as 88 [10] indicating that spatial separation pro-

vides potential cues for stream segregation. In the auditory

cortex of the anaesthetized cat [52], neuronal activity was

recorded in response to ABAB-stimuli in which the alternating

noise bursts were spatially separated (figure 3c). A majority of

auditory cortex neurons was spatially tuned, i.e. synchronized

preferentially to sounds from a specific direction. Similar to

segregation by frequency difference, the neurons preferentially

responded to one of the two spatially separated sound sources

and the bias was enhanced by forward suppression. Spatial

tuning of neurons became sharper in the presence of compet-

ing sounds from a second source compared with stimulation

with sounds from a single source in space indicating the

enhancement of precision of spatial segregation. Yao et al.
[61] further investigated the emergence of spatial stream segre-

gation along the auditory pathway by recording neuronal

responses elicited by intermingled rhythmic patterns in neur-

ons from the inferior colliculus (IC), the nucleus of the

brachium of the IC (BIN), the thalamic medial geniculate

body (MGB) and the primary auditory cortex of anaesthetized

rats. In response to successive spatially separated sounds, the

central nucleus of the IC showed weak neural stream segre-

gation. Spatial sensitivity for stream segregation and forward

suppression was increased along the auditory pathway up to

the primary auditory cortex providing for separate popu-

lations of neurons representing the streams of sounds from

the different directions. Application of GABA receptor antag-

onists to the primary auditory cortex neurons suggested that

forward suppression due to depression at the thalamo-cortical

synapse is a major factor in auditory stream segregation [61].
(d) Neural correlate of build-up of stream segregation
Perceiving segregated streams usually takes some time to

develop. Psychophysical studies showed that subjects initially

tend to perceive two tone sequences (ABAB, or ABA-) as a

single stream and only after several seconds of a build-up

time period, the two different sounds are heard as distinct

streams [4,5]. The neural correlate of this build-up effect has

been investigated by comparing spike responses at different

time points after onset of stimulation. Micheyl and co-workers

[48] compared perceptual build-up of stream segregation in

humans and adaptation of neural responses in the Rhesus

monkey auditory cortex presented with the same type of

ABA-stimuli as were presented to human subjects evaluating

the time course of perception. They set the A tone frequency

at the neuron’s BF and the B tone frequency was 1, 3, 6 or 9

semitones above the A tone frequency. During the presentation

of a 10 s series of the stimuli, both neuronal A and B responses

decayed over time in all Df conditions. The magnitude of decay

was larger for the B response and it increased with Df. By using

a simple model comparing the response measure for A and B

tones and setting a threshold to the response difference, they

were able to predict the human build-up. If A and B tone

responses differed by less than the threshold, this was counted

as a neuronal one-stream response and otherwise it was

counted as a two-stream response. With an appropriate

threshold value, the neuronal response probabilities matched

the human perceptual response probabilities. Strong adaptation

that can provide the basis for build-up was also observed in the

tonotopic pattern of membrane potentials recorded using vol-

tage sensitive dye imaging in the primary auditory cortex of

the anaesthetized guinea pig [57]. Noda et al. [37,62] reported
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that gamma band oscillations of LFP showed adaptation that

could be a sign of build-up like responses. Bee and co-workers

[47] investigated the effect of Df, SOA (stimulus onset asyn-

chrony between subsequent signals) and TD on the build-up

process in European starling forebrain neurons using a similar

modelling approach predicting build-up effects on the basis of

the adaptation in neurometric response functions. They

reported that SOA had a bigger effect on the dynamic rate

and range of adaptation than Df and TD. These findings sup-

port the prediction that with increasing SOA the build-up

effect decreases. Similar response decays due to adaptation

have also been found at the level of the CN in the guinea pig

[58] suggesting that the response properties of neurons in the

auditory periphery may already contribute to build-up. In

human perceptual studies, it has been observed that after the

build-up the two-stream percept can revert back to a one-

stream percept, and multiple switching of the percept occurs

during a time period of minutes [6]. So far, a corresponding

pattern of responses has not been investigated in the neurons.
0160112
5. Comparison of percept and neuronal response
within the same animal model

Usually, neurophysiological animal studies of auditory

streaming aim at explaining human psychophysical data

assuming that a similar percept exists in animals and

humans. Rarely, perception of auditory streams and the neu-

rophysiological correlate have been studied in the same

animal model with an identical stimulation paradigm. With

such an approach still the assumption is made that the neur-

onal response patterns observed in the passively listening or

anaesthetized animal and the behavioural responses in the

actively listening animal can be correlated. However, only

simultaneously recording the neuronal activity and the be-

havioural response in the attentive animal will allow

directly relating the neurons’ activity to the behaviour. A

study of subjective auditory streaming of ABA-tone triplet

sequences in the European starling [29] revealed that starlings

perceive one-stream triplet sequences as having a galloping

rhythm and two-stream sequences as having an isochronous

rhythm in a similar way as humans (figure 2c). Analysis of

the neuronal responses in the auditory forebrain region of

passively listening awake European starlings corresponding

to the mammalian auditory cortex demonstrated that the

difference in the normalized neuronal response to A and B

tones in the triplet correlates with the probability that the

birds perceive two streams. Also in the rat (Rattus rattus),

the probability for perceiving a two-stream percept in ABA-

triplets as was inferred from the probability of reporting an

isochronous B tone rhythm of probe stimuli is correlated

with a neuronal response measure, i.e. the gamma-band

response in the primary auditory cortex [37]. However, the

high rate of false positives in the behavioural response

measure makes it difficult to directly compare the behavioural

measure with the neurophysiological measure.

An objective measure of stream segregation obtained in

ferrets, i.e. the ability to detect a frequency shift in the

stream of tones with the higher frequency in an ABAB tone

sequence has been compared with the response to A and B

tones in the ferret auditory cortex [32,41]. As found in the star-

ling, ferret cortical neurons in a passively listening animal

showed a differential response to A and B tones that increased
with the frequency difference between them. This will result in

a representation of the two tones by separate populations of

neurons especially at a large frequency difference (e.g. 12 semi-

tones). A behavioural study of frequency discrimination for B

tones in the ABAB stimulus by the ferret showed an improve-

ment of the B tone frequency discrimination thresholds with

an increasing frequency separation between A and B tones.

At a frequency separation of 12 semitones discrimination

was superior to that observed for a frequency separation of 6

semitones (figure 2e). This indicates that the objective measure

of stream segregation in the ferret can be related to the degree

of separation of the neuronal populations representing the A

and B signals. As has been concluded from comparing cortical

responses in passively listening and attentive ferrets, this sep-

aration may be affected by the attentive state of the ferret [41].

The most direct comparison between the streaming percept

and the neuronal representation can be made if the neurons’

responses are recorded while the animal is indicating its percept

as can be inferred from an objective measure of stream segre-

gation. This approach allows the most valid comparison

between behaviour and the neuronal response pattern because

it is well known that attention in a behavioural task may

modify the neuronal response to a stimulus [46,63] and also

the streaming percept is modified by attention processes

[4,5,64]. Furthermore, only this approach allows one to conclude

which component of the neuronal response is related to the

stimulus features of the streaming stimuli and which to the per-

ception of auditory streams. European starlings were trained to

report detecting a time shift of the B tone in ABA-triplets, a task

which was also used in a human psychophysical study and that

results in higher threshold if two steams are perceived [16]. Both

in starlings and humans, the difficulty of detecting the time shift

of the B tone depended on the frequency differenceDf between A

and B tones. With increasing Df, the sensitivity for detecting the

time shift deteriorates and thresholds increased (figure 2d). Simi-

larly, the sensitivity of the neurons in a primary auditory cortical

area in the starling representing the time shift was reduced if Df
was increased (figure 3d) [31]. The neurons’ temporal response

measure, the van Rossum distance [65] derived from multi-

unit activity, already reached an average sensitivity of 40% of

the sensitivity observed in the behavioural response being suffi-

cient for explaining the behavioural performance. This primary

auditory cortical area, however, did not represent the starling’s

percept. For stimuli with the same Df between A and B tones

and time shift of the B tone, there was no observed difference

in neuronal response during a hit (being more likely during

a one-stream percept) or a miss (being more likely during a

two-stream percept).
6. Concluding remarks
Animal experiments in fish, frogs, birds and mammals ranging

from rat to monkey have revealed a number of neural correlates

of phenomena of auditory streaming that were observed in psy-

chophysical studies of humans, i.e. have taken an across-species

approach. Few studies, however, enable the comparison of neur-

onal responses with perception in the same species. Such a

within-species approach takes into account the representation

of stimulus features that provide for stream segregation, whereas

in the across-species approach the general assumption is made

that in both the human and the animal model stimulus features

are represented with similar sensitivity. This is not necessarily
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the case, if feature detectors in the auditory system show different

tuning. For example, if the peripheral channelling hypothesis is

involved, this requires the same auditory filter bandwidth

in both humans and the animal species serving as a model.

In psychophysics, human subjects are usually attentive when

performing a stream segregation task. Many animal studies,

however, involve passively listening or even anaesthetized sub-

jects assuming that the critical neuronal response measures are

not affected. These state differences between inattentive animal

and attentive human subjects make comparisons difficult.

Finally, human electrophysiological studies apply non-invasive

techniques reflecting the response of large populations of

neurons [3] whereas the animal studies rarely look at simul-

taneously recorded populations of neurons a time [37,57,62],

nor have done so at the level of individual neurons. This so far

precluded direct observation of anti-correlated neuronal

response patterns as are predicted by the temporal coherence

hypothesis for the formation of auditory streams [15]. Despite

these drawbacks it is promising that a number of correlates of

the human streaming percept have been found in animal studies

of auditory streaming.

We will reach a new level of understanding of the pro-

cesses involved in auditory streaming in real-life situations

if we aim at applying stimulation paradigms that capture

important characteristics of natural scenes. For example,

real sound sources usually provide multiple cues. Thus, pre-

senting single cues alone as in most animal studies is quite
unnatural and more studies of cue interactions and weighting

of cues would be desirable. So far, most of the animal studies

aimed at identifying physical features of sounds that provide

for streaming. However, to achieve a new level of under-

standing of the mechanisms we need more animal studies

that investigate the streaming percept in an animal while at

the same time recording the neuronal response. Such an

approach would reveal the brain areas and neuronal compu-

tations underlying the streaming percept itself and its

bistability and switching (for a review, see [3]). Furthermore,

an approach using behaving animals in a natural stimulus

context will allow exposing the processes in which learned

templates will affect auditory scene analysis as exemplified

in the selective song learning of birds [66] or the way

humans perceive speech in relation to the mother tongue

[67]. Although such experiments using more natural settings

and simultaneous recording of behaviour and neuronal

responses are quite demanding, especially if responses from

multiple sites are recorded at a time, it will be worth the

effort to understand how the brain achieves an astonishingly

good performance in the analysis of complex acoustic scenes.
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