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Abstract

It is unclear what key symptoms differentiate Myalgic Encephalomyelitis (ME) and Chronic 

Fatigue syndrome (CFS) from Multiple Sclerosis (MS). The current study compared self-report 

symptom data of patients with ME or CFS with those with MS. The self-report data is from the 

DePaul Symptom Questionnaire, and participants were recruited to take the questionnaire online. 

Data were analyzed using a machine learning technique called decision trees. Five symptoms best 

differentiated the groups. The best discriminating symptoms were from the immune domain (i.e., 

flu-like symptoms and tender lymph nodes), and the trees correctly categorized MS from ME or 

CFS 81.2% of the time, with those with ME or CFS having more severe symptoms. Our findings 

support the use of machine learning to further explore the unique nature of these different chronic 

diseases.
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Introduction

Furst, Raicu, and Jason [1] suggest that data mining or machine learning are particularly 

appropriate for research on social problems and diagnostic challenges, as they can be used to 

uncover patterns and relationships within large samples of people that would not otherwise 

be evident because of the size and complexity of the data. Machine learning has been used in 

the past to examine disease course, diagnostic criteria and therapy response of a number of 

fatiguing illnesses [2,3]. Data mining has been used to help in the diagnosis of diabetes, 

stroke, cancer, and heart disease, and it has also been used for research purposes to predict 

conditions/diseases and to describe symptoms by using algorithms that differentiate different 

groups of illness [4].
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In the field of Myalgic Encephalomyelitis (ME) and Chronic Fatigue Syndrome (CFS), data 

mining has been used as a way to identify unique aspects of this illness [5]. For example, 

Huang, Hsu, and Lin [6] explored Single Nucleotide Polymorphisms associated with CFS to 

predict the CFS diagnosis. Machine learning in the form of decision trees has been used to 

compare people with CFS with healthy controls [7]. Jason., et al. [8] used decision trees to 

identify which items best classify someone as a patient or control, and the most important 

predictive symptoms were fatigue, post-exertional malaise, sleep dysfunction and 

neurocognitive issues. Other symptoms such as pain, autonomic, immune and 

neuroendocrine symptoms were not as important.

Several studies have attempted to differentiate CFS or ME from other chronic illnesses. For 

example, Jason., et al. [9] examined the symptomatology differences among those with MS, 

CFS, and Lupus. This study concluded that those with MS were the most similar to ME or 

CFS in terms of impairment due to fatigue and reduction in activity. But this study had 

somewhat small sample sizes and did use data mining strategies to differentiate illnesses.

We know little about the symptoms differentiating MS from ME or CFS. In addition, for 

those in primary care, it would be useful to be able to identify a set of symptoms that might 

help differentiate these two conditions. The current study used machine learning to establish 

what symptom features differentiate MS and CFS from ME.

Method

Participants

Participants were recruited through several different outlets to take the online DePaul 

Symptom Questionnaire (DSQ) [10]. Links and descriptions of the survey were posted to 

support group websites, national foundations, research forums, and social media outlets. 

Social media outlets included Facebook groups and pages and twitter pages. 106 people with 

MS and 354 people with ME or CFS fully completed the questionnaire.

The DePaul Symptom Questionnaire (DSQ) [10] is a self-report measure of 

symptomatology, demographic, medical, occupational and social history. In the survey, 

participants are asked to rate their symptom frequency and severity on a scale from 0 - 4. For 

frequency, the scores are as follows, 0=none of the time, 1=a little of the time, 2=about half 

the time, 3=most of the time, 4= all of the time. For severity, the scores are as follows, 

0=symptom not present, 1=mild, 2=moderate, 3=severe, 4=very severe. Frequency and 

severity scores were multiplied by 25 to create 100-point scales. The 100-point frequency 

and severity scores for each symptom were averaged to create one composite score per 

symptom. The DSQ is available at REDCap’s [11] shared library: https://

redcap.is.depaul.edu/surveys/?s=tRxytSPVVw

The DSQ has evidenced good test-retest reliability among both patient and control groups 

[8]. A factor analysis by Brown and Jason [12] found a three-factor solution, with factors 

evidencing good internal consistency. Murdock., et al. [13], an independent group using the 

DSQ, found that it demonstrated excellent internal reliability, and that among patient-

reported symptom measures, it optimally differentiated between patients and controls.
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Data Mining

Decision trees were used in this study to analyze the symptom data. Data mining techniques 

in general provide statistical analyses that identify which items on the questionnaire best 

predict class membership and are useful for diagnosis and assessment. In this study, decision 

trees were used to determine what symptoms differentiated those with MS from those with 

ME or CFS. For this analysis, symptom scores were calculated by combining the scores of 

frequency and severity into a score on a 100-point scale. The resulting variables were then 

put into decision tree analysis.

Decision trees consist of a series of binary choices (or branches) that end with a 

classification of participants. At each branch the computer decides what symptom would 

best predict classifications, in this case whether someone has MS or ME or CFS. The 

process continues and more symptoms continue to separate the two groups until the tree 

reaches a balance between classification accuracy and generalizing to new data.

SPSS statistics software was used to create the decision trees. To build the models we used 

the Classification and Regression Tree (CRT) algorithm. Due to the unbalanced samples, we 

created a random sub sample of the ME or CFS group each time we ran a tree that would be 

roughly equal to the amount of MS responses we had. We ran 100 trees with all of the 

symptoms of the DSQ and then ran specific trees combinations that were informed by those 

initial results 100 times each. While the samples are disproportionate, the number of 

responses from both groups are large enough to produce reliable results.

We examined the number of times symptoms from the DSQ on the 100-point scale appeared 

in the decision trees. If a symptom appeared in the first level, it means it was the most 

important in that tree for separating the people with MS from those with ME or CFS. Those 

that appeared in level 2 were the second most important in the tree. The level of importance 

in separating the samples into the two distinct groups lessens with each level. Due to the fact 

that the trees were ran 100 times, almost every symptom in the DSQ appeared in at least the 

4th level once. It is noteworthy if a symptom appears multiple times. Accuracy assess how 

well the trees classified MS and ME or CFS responses. Sensitivity in this case assess how 

well the trees identified those who have ME or CFS correctly. Specificity in this case assess 

how well the trees classified those with have MS correctly.

Results

Table 1 displays the top 5 symptoms that differentiated MS from ME or CFS. The first two 

symptoms listed appeared the most in the first level, indicating that flu-like symptoms and 

tender lymph nodes are the best at differentiating these illnesses. Furthermore, it should be 

noted that the two best symptoms that differentiated the greatest number of people with MS 

from ME or CFS in the decision trees were from the immune domain. In Table 2 the means 

and standard deviations are displayed for the top five symptoms that appeared in the decision 

trees, and it should be noted that the means for these symptoms are significantly higher for 

those with ME or CFS than for those with MS.
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Finally, two symptoms were chosen to build a tree due to the fact that flu-like symptoms 

appeared the most as a symptom of primary importance (level 1) and tender lymph nodes 

appeared the most as a symptom of secondary importance (level 2). With only two 

symptoms, flu-like symptoms and tender lymph nodes, the trees correctly categorized MS 

and ME or CFS 81.2% of the time. Furthermore, ME or CFS was correctly categorized 

84.0% of the time and MS was correctly categorized 79.2% of the time. In an attempt to 

increase those percentages, we ran two other tree formations which attempted to address 

symptoms that were of secondary (level 2) and tertiary importance (level 3). The accuracy, 

sensitivity, and specificity did not increase significantly with these alternate combinations. 

Therefore, it appears that flu-like symptoms and tender lymph nodes are the most important 

symptoms when differentiating these two illnesses.

Discussion

This is the first study to use machine learning to examine the differences between MS versus 

ME or CFS, which have a number of overlapping symptoms including fatigue. Among the 

best 5 discriminating symptoms, those with ME or CFS had significantly worse scores than 

those with MS. The most important two symptoms that differentiated MS versus ME or CFS 

existed within the immune domain.

Our results support the use of machine learning for developing diagnostic criteria and 

assessment tools for ME or CFS. Furthermore, the findings regarding immune differences 

between people with MS and ME or CFS encourage further research into immune 

dysfunction in ME or CFS. The immune symptoms are generally not seen as the most 

important symptoms of ME or CFS, as they were not specified in the recent IOM (2015) 

clinical case definition of Systemic Exertion Intolerance Disease. However, we found that 

with just two immune symptoms decision trees could accurately predict more than 80% of 

the time whether a person had MS or ME or CFS. This should encourage future research 

into immune cell activity as explored by Brenu., et al. [14] or plasma abnormalities as 

explained by Hornig., et al [15].

Our findings could also inform assessment criteria. Because ME or CFS and MS have 

similar presentations recognizing the importance of immune dysfunction for ME or CFS 

might be important for healthcare providers. Therefore, while not necessarily applicable in 

case definitions for the illness, researchers should be aware of the importance of these 

symptoms when performing assessment and examining subtypes. Our results also suggest 

that people with ME or CFS have more severe symptom expression on the five best 

discriminating symptoms than people with MS [16–23].
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