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There is a complex quantitative relationship between the concentrations of antibiotics and the growth and
death rates of bacteria. Despite this complexity, in most cases only a single pharmacodynamic parameter, the
MIC of the drug, is employed for the rational development of antibiotic treatment regimens. In this report, we
use a mathematical model based on a Hill function—which we call the pharmacodynamic function and which
is related to previously published Emax models—to describe the relationship between the bacterial net growth
rates and the concentrations of antibiotics of five different classes: ampicillin, ciprofloxacin, tetracycline,
streptomycin, and rifampin. Using Escherichia coli O18:K1:H7, we illustrate how precise estimates of the four
parameters of the pharmacodynamic function can be obtained from in vitro time-kill data. We show that, in
addition to their respective MICs, these antibiotics differ in the values of the other pharmacodynamic
parameters. Using a computer simulation of antibiotic treatment in vivo, we demonstrate that, as a conse-
quence of differences in pharmacodynamic parameters, such as the steepness of the Hill function and the
minimum bacterial net growth rate attained at high antibiotic concentrations, there can be profound differ-
ences in the microbiological efficacy of antibiotics with identical MICs. We discuss the clinical implications and
limitations of these results.

Fundamental to the rational design (35, 55) of effective
antibiotic treatment protocols are accurate measures of the
absorption, distribution, and decay of the drug in treated pa-
tients (pharmacokinetics) and the functional relationship be-
tween the concentration of the antibiotic and the rate of
growth or death of the target bacteria (pharmacodynamics).
Typically the pharmacodynamics of antibiotics are studied in
vitro by exposing exponentially growing bacteria to a range of
drug concentrations and monitoring the changes in density of
viable cells over time and thereby generating time-kill curves
(7, 9, 16, 17, 23, 25, 31, 50–52, 54, 58, 61). From these data, the
growth or death rates of the bacteria at different concentra-
tions of antibiotics can be estimated and the functional rela-
tionship between bacterial growth (or death) and the concen-
tration of the antibiotic can thereby be determined. We refer
to this relationship as the pharmacodynamic function. The
pharmacodynamic function can then be used in combination
with pharmacokinetic data to investigate the efficacy of antibi-
otic treatment. Frequently the pharmacodynamic relationship
is reduced to a single parameter, the MIC (3, 14, 15, 20, 21, 27,
37, 39–41, 46, 56), even though antibiotics with the same MIC
can have very different pharmacodynamic functions (1, 44).

In this study, we examined the pharmacodynamic relation-
ship between antibiotic concentration and bacterial growth and
death rates. We generated time-kill curves for Escherichia coli
exposed to antibiotics of five different classes: rifampin, ampi-
cillin, ciprofloxacin, streptomycin, and tetracycline. These
time-kill curves were fitted to a pharmacodynamic model re-

lated to previously used Emax models (also referred to as Zhi
models) (6, 8, 10, 13, 18, 19,24, 28, 32, 36, 42–44, 47–49, 53, 57,
59, 60). We compared estimates of the four parameters of our
pharmacodynamic model across all five antibiotics. Using a
mathematical model of antibiotic treatment in vivo, we dem-
onstrate that these pharmacodynamic parameters can pro-
foundly affect the microbiological efficacy of treatment.

MATERIALS AND METHODS

Bacteria and media. E. coli O18:K1:H7 (which we refer to as CAB1) used here
was originally isolated from a child with meningitis and was supplied by Craig A.
Bloch (4, 5). Bacteria were grown in 10 ml of Luria-Bertani (LB) broth at 37°C
with aeration at 200 rpm in 50-ml flasks. Total cell densities were estimated from
CFU per milliliter by dilution (in 0.85% saline) and plating on LB agar. The
lower level of detection of this measurement is 10 CFU/ml.

Antibiotics. Stock solutions of the five antibiotics used were prepared as
follows: 10 mg of intravenous ciprofloxacin solution (Bayer) per ml, ampicillin
(Sigma) dissolved in sterile distilled water to a concentration of 25 mg/ml,
rifampin (Sigma) dissolved in methanol to a concentration of 10 mg/ml, strep-
tomycin (Sigma) dissolved in sterile distilled water to a concentration of 40
mg/ml, and tetracycline (Sigma) dissolved in 50% ethanol to a concentration of
25 mg/ml. Appropriate dilutions of the stock solutions were made in LB broth
immediately before use.

MIC estimation. The MICs of the five antibiotics for CAB1 were estimated in
96-well microtiter plates with LB broth. Approximately 105 bacteria from an
overnight LB culture were put into wells with a twofold dilution series of the
antibiotics ranging over the indicated concentrations: ciprofloxacin, 0.03 to 4
�g/ml; ampicillin, 0.5 to 64 �g/ml; streptomycin, 0.5 to 64 �g/ml; rifampin, 0.5 to
64 �g/ml; and tetracycline, 0.5 to 64 �g/ml. The MICs for these bacterial sus-
pensions were determined from the well with the lowest concentration of the
antibiotic that was not visibly turbid after 20 h of incubation at 37°C.

Time-kill curves. Overnight cultures were diluted 1:10,000 into fresh, 37°C LB
broth and incubated for 2 h, at which time they were growing exponentially, and
then introduced into flasks containing different concentrations of the antibiotics.
The cultures were incubated with aeration at 37°C. Samples were taken at 10-min
intervals for 1 h. Viable cell densities in these samples were estimated from
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colony counts by dilution in 0.85% saline and plating on LB agar. The time-kill
experiment was carried out two times.

Modeling the relationship between bacterial net growth and antibiotic con-
centration. As our model of the net growth rate of the bacterial population, �
(which can be positive or negative), exposed to an antibiotic concentration, a, we
assume the following relationship:

��a� � �max � ��a� (1)

Hereby, �max is the growth rate of the bacterial population in the absence of
antibiotics, and �(a) is the death rate of the bacterial population exposed to an
antibiotic concentration a, which we assume to be a Hill function:

��a� � Emax

�a/EC50�
�

1 � �a/EC50�
� (2)

Emax designates the maximum antibiotic-mediated death rate; EC50 is the anti-
biotic concentration at which the death rate is at half of its maximum, Emax/2; and
� denotes the Hill coefficient, which is a measure of the steepness of the sigmoid
relationship between � and a. All the rates above [�(a), �max, �(a), and Emax] are
measured as the change per hour in the logarithm of bacterial density to the base
10.

Defining the minimum net growth rate of the bacterial population at high
antibiotic concentrations as �min � �max � Emax and the pharmacodynamic
MIC, zMIC, by requiring �(zMIC) � 0, we can rewrite equation 1:

��a� � �max �
��max � �min��a/zMIC��

�a/zMIC�� � �min/�max
(3)

Figure 1 illustrates the contribution of these four parameters to the relationship
between antibiotic concentration and bacterial growth (equation 3). Our phar-
macodynamic model is related to previously published pharmacodynamic models
referred to as Emax models (6, 8, 10, 13, 18, 19, 24, 28, 32, 36, 42–44, 47–49, 53,
57, 59, 60).

Fitting procedure. The net growth rates of the bacterial population were
derived from the increase or decrease in the density of viable bacteria during the
first 60 min of exposure to the antibiotic. In the present investigation we esti-
mated the bacterial net growth rate as the coefficient of a linear regression of the
logarithm (to the base 10) of the bacterial density as a function of time. We fixed
the intercept of the regression by “forcing” the regression lines through the first
measurement (0 min) of the bacterial density at a given antibiotic concentration.
The pharmacodynamic function (equation 3) was fitted to the estimated bacterial
net growth rates by using the least square algorithm nls() of the R language for
statistical computing (29) (see also www.r-project.org). A demonstration of the
algorithm that we used to fit the pharmacodynamic function (equation 3) and of
how to obtain parameter estimates is available at http://userwww.service.emory
.edu/	rregoes/pharmacodynamics/. This website includes instructions for read-
ers to analyze their own time-kill data.

Simulations. Our model for the changes in the density, X, of a bacterial
population under antibiotic treatment is given by the differential equation

d
dt

X � ln�10���a�t��X (4)

where � is the pharmacodynamic function given by equation 3 and a(t) is the
antibiotic concentration at time t (the pharmacokinetics). [The factor ln(10) is
required to transform the growth rate � that is based on the logarithm of the
bacterial density to the base 10 into a rate based on the natural logarithm.] For
the pharmacokinetics, we assume that a host receives a dose of a0 � 5 
 the MIC
every 8 h, which decays exponentially to a minimum concentration of 0.5 
 MIC,
or, in formula:

a�t� � a0e��t�n�, n � 8 h � t � �n � 1� � 8 h, n � 0, 1, 2, . . . (5)

whereby � �
1
8 ln�0.5 
 MIC

a0
�h�1 is the decay rate of the antibiotic. Equation

4 was solved numerically by using Mathematica 4.1 (56a).

RESULTS

Time-kill curves. In Fig. 2 we present the pattern of growth
and decline of CAB1 at different concentrations of the five
antibiotics. For all five antibiotics, the onset of the bactericidal
effect is dependent on the concentration of the antibiotic.
Moreover, the rate at which the bacteria were killed declined
with the time after exposure. For all antibiotics, the time-kill
curves leveled off and the bacterial net growth rate approached
zero within the first 60 min or later (data not shown).

Estimating the parameters of the pharmacodynamic func-
tion from the time-kill curves. As our model for the relation-
ship between the bacterial net growth rate, � (which can be
positive or negative), and the antibiotic concentration, a, we
used the pharmacodynamic function (see Materials and Meth-
ods for equation 3 and its derivation):

��a� � �max �
��max � �min��a/zMIC��

�a/zMIC�� � �min/�max

This model is equivalent to an Emax model (6, 8, 10, 13, 18, 19,
24, 28, 32, 36, 42–44, 47–49,53, 57, 59, 60) with four parame-
ters. The pharmacodynamic function was fitted to the bacterial
net growth rates determined from the in vitro time-kill curves.

The rates of bacterial death induced by a given antibiotic can
be calculated from the decline in the density of viable bacteria
over a defined period of time. Here we calculate this rate as the
slope of the logarithm of the bacterial density as a function of
time. As our time interval for this calculation we used the first
60 min of exposure to the antibiotic. This time interval was
long enough to allow statistically meaningful estimation of the
bacterial net growth rate for a given antibiotic concentration
(there are seven measurements of the bacterial density during
the first 60 min after exposure to the antibiotics).

The pharmacodynamic function (equation 3) was then fitted
to the estimated bacterial net growth rates (Fig. 3), and esti-
mates of the four parameters �max, �min, �, and zMIC were
obtained. For all five antibiotics, the pharmacodynamic func-
tion fit remarkably well (see adjusted R2 values in Fig. 3),
explaining a significant fraction of the variation in bacterial net
growth rates (see P values in Fig. 3).

In Table 1, we list the estimates of these parameters and
compare the pharmacodynamic MICs (zMIC) to those deter-
mined by a twofold dilution protocol (see Materials and Meth-
ods). As can be seen in Table 1, the zMICs estimated from
fitting the pharmacodynamic function (equation 3) do not dif-
fer from the MIC measurements by more than a factor of two.

FIG. 1. Our pharmacodynamic function (equation 3) describes how
the bacterial growth rate, �, depends on the antibiotic concentration,
a. The parameter � determines the steepness of the curve.
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Thus, the estimates of zMICs are within the range anticipated
from the twofold dilution procedure employed to estimate the
MICs.

The Hill coefficient � is a measure of how strongly the death
rate changes in response to changes in the concentration of the
antibiotic around the MIC (Fig. 1). The estimates for � vary
between different antibiotics. For ciprofloxacin the estimate of
� is approximately 1. For ampicillin and tetracycline the esti-
mates of � are less than 1, while for rifampin and streptomycin
� is estimated to be larger than 1 (Table 1). Thus, there are
significant differences in the steepness of the pharmacody-
namic functions for these five different antibiotics. Moreover,
the estimates of the minimum bacterial net growth rate, �min,
which the antibiotic can induce, also differ among the five
antibiotics, ranging from �4.0 h�1 for ampicillin to �8.8 h�1

for streptomycin (Table 1). As we show below, the differences
in these pharmacodynamic parameters may significantly affect
the microbiological efficacy.

The contribution of the shape of the pharmacodynamic
function to the microbiological efficacy of treatment. To ex-
plore and illustrate the contribution of the different pharma-
codynamic parameters to the microbiological efficacy of treat-
ment, we use a simple mathematical model of the changes in

density of bacteria with different pharmacodynamic functions
with the same pharmacokinetics. The modeling approach that
we use to describe antibiotic treatment in vivo is similar to that
employed in previous studies (33, 34). To determine the con-
tribution of a given pharmacodynamic parameter to the micro-
biological efficacy, we simulate treatment with two hypothetical
antibiotics that differ only with regard to the pharmacodynamic
parameter in question (� and �min).

Our model for the changes in the density, X, of a bacterial
population under treatment is given by the differential equa-
tion (see equation 4 in Materials and Methods):

d
dt X � ln�10���a�t��X

Here, � is the pharmacodynamic function given by equation 3,
and a(t) is the antibiotic concentration at time t (the pharma-
cokinetics). For the pharmacokinetics, we assume that a host
receives a dose of 5
 MIC every 8 h, which decays exponen-
tially to a minimum concentration of 0.5
 MIC (Fig. 4A).

To evaluate the contribution of the parameters governing
the shape of the pharmacodynamic function, we consider three
antibiotics with the same MIC that differ in the value of the

FIG. 2. Time-kill curves of E. coli CAB1 exposed to five different classes of antibiotics in various concentrations. (A) Ciprofloxacin, 0 to 2 �g/ml;
(B) ampicillin, 0 to 256 �g/ml; (C) rifampin, 0 to 96 �g/ml; (D) streptomycin, 0 to 256 �g/ml; (E) tetracycline, 0 to 128 �g/ml. The geometric means
of the bacterial densities obtained from two independent experiments are shown.
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Hill coefficient, �, or in the value of the minimum bacterial net
growth rate at high antibiotic concentrations, �min. As can be
seen in Fig. 4B, the greater the value of � (a measure of the
steepness of the pharmacodynamic function), the greater the
rate of decline in the bacterial density. And, as illustrated in
Fig. 4C, the lower the minimum bacterial net growth rate �min,
the greater the rate of decline in the bacterial density. The
values used for the simulations in Fig. 4 are in the range of the
parameter estimates that we obtained for the five different
antibiotics (Table 1).

DISCUSSION

In this study, we used the pharmacodynamic function to
describe the relationship between the rates of growth or death
of bacteria and the concentrations of antibiotics of different
classes. The pharmacodynamic function that we propose is
related to previously published Emax models (6, 8, 10, 13, 18,
19, 24, 28, 32, 36, 42–44, 47–49, 53, 57, 59, 60). The pharma-
codynamic function is characterized by four parameters that
describe (i) the maximum growth rate of the bacteria in the
absence of the antibiotic, �max; (ii) the minimum bacterial net
growth rate at high antibiotic concentrations, �min; (iii) the
pharmacodynamic MIC, zMIC; and (iv) the Hill coefficient, �,
which determines how strongly the bacterial growth or death
rate responds to changes in the antibiotic concentration.

The pharmacodynamic function that we propose is a simple
Hill function. Hill functions (known also as Emax models) have
been used previously to describe the pharmacodynamic rela-
tionship between bacterial net growth rates and antibiotic con-
centrations (6, 8, 10, 13,18, 19, 24, 28, 32, 36, 42–44, 47–49, 53,
57, 59, 60). (Some studies use Hill functions, or Emax models,
to describe the relationship between empirical pharmacoki-
netic-pharmacodynamic [PK-PD] indices and treatment out-
come [21, 30, 36, 39]. These studies are therefore not directly

FIG. 3. Fitting the pharmacodynamic function (equation 3) to the time-kill curves. (A) Ciprofloxacin; (B) ampicillin; (C) rifampin; (D) strep-
tomycin; (E) tetracycline. Adjusted R2 values and P values (as determined by an F test) are shown.

TABLE 1. Parameter estimates and their standard errorsa

Drug �max (h�1) �min (h�1) � zMIC (�g/ml) MICb

(�g/ml)

Ciprofloxacin 0.88 � 0.16 �6.5 � 0.3 1.1 � 0.1 0.017 � 0.005 0.03
Ampicillin 0.75 � 0.21 �4.0 � 0.8 0.75 � 0.19 3.4 � 1.1 8.00
Rifampin 0.70 � 0.23 �4.3 � 0.5 2.5 � 0.8 12.0 � 1.9 8.00
Streptomycin 0.89 � 0.41 �8.8 � 1.0 1.9 � 0.5 18.5 � 3.3 32.00
Tetracycline 0.81 � 0.42 �8.1 � 3.6 0.61 � 0.27 0.67 � 0.68 1.00

a Calculated using a local quadratic approximation to the nonlinear least
squares predictor.

b Determined by a twofold dilution protocol.
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related to ours.) The previously published Emax models differ
in terms of the number of model parameters. Our pharmaco-
dynamic function has four parameters, such as in the studies by
Bouvier d’Yvoire and Maire (8) and Louie et al. (36). Al-
though there are studies in which one or more of these param-
eters are omitted, we believe that all four parameters are
necessary to describe the pharmacodynamic relationship. We
showed that the three parameters that characterize the inter-

action between the antibiotic and the bacteria—�min, zMIC,
and �—vary across antibiotic classes. Since we used only one
bacterial strain in our time-kill experiments, the fourth param-
eter, �max, which measures the growth rate of the bacterial
population in the absence of antibiotics, was not found to vary
significantly. If one considers the effect of antibiotics on bac-
terial strains that differ in their growth rates, however, the
incorporation of �max as a model parameter is essential.

By fitting the pharmacodynamic function to the time-kill
data, we obtained estimates of all four parameters for each of
these antibiotics. We also independently estimated the MICs
of these antibiotics in vitro by a twofold dilution protocol. The
estimates of the pharmacodynamic MICs (zMIC) are within
the range of those determined by the dilution method, but
because they are not constrained by a twofold dilution series,
they are, arguably, more precise. As can be seen in Fig. 3, the
shapes of the pharmacodynamic functions differ among anti-
biotics of different classes. The differences in the form of the
pharmacodynamic functions are reflected in the shape-deter-
mining parameters, zMIC, �, and �min (Table 1).

In considering the actual values of the parameters estimated
here (Table 1), it should be noted that the strain of E. coli,
O18:K1:H7, and culture medium, LB broth, used here are not
those specified by the NCCLS protocol for MIC determination
for E. coli (45), strain ATCC 25922 and Müller-Hinton broth,
respectively. This strain of E. coli and this culture medium
were used here because they are used in a larger in vivo as well
as in vitro study of the population dynamics of antibiotic and
phage therapy (11) of which this investigation is one part and
might therefore be different from those that would have been
obtained with the standard NCCLS protocol. The purpose of
this investigation, however, was to explore and illustrate the
use of the pharmacodynamic function to analyze in vitro time-
kill data and to investigate the variance of pharmacodynamic
parameters across different classes of antibiotics, rather than to
generate standard estimates of the MIC or other pharmaco-
dynamic parameters.

What do the parameters of the pharmacodynamic function
tell us about the microbiological efficacy of antibiotics? For two
of the parameters, the answer to this question is straightfor-
ward. The lower the MIC of an antibiotic, the lower the dose
needed for treatment, and the lower the value of �min, the
greater the rate of killing at high antibiotic concentrations. The
influence of the parameter � on the microbiological efficacy is
more complex. The parameter � is a measure of the sensitivity
of the response of the bacteria to changes in the concentration
of the antibiotic. This can be seen in Fig. 1, where we plot
pharmacodynamic functions that differ only in �. If the antibi-
otic concentration is above the MIC, antibiotics with high val-
ues of � induce higher mortality in bacteria than do antibiotics
with low �. Just the opposite occurs when the concentration of
the antibiotic is below the MIC, in which case the antibiotic
with the lowest � has the largest inhibitory effect on the rate of
growth. Using a mathematical model for bacterial growth dur-
ing treatment, we found that the parameters which character-
ize the pharmacodynamic function may have a profound effect
on the microbiological efficacy of treatment. Assuming a phar-
macokinetic profile in which the antibiotic concentration was
above the MIC most of the time, the simulations predict that
antibiotics with high Hill coefficients � are more effective than

FIG. 4. Simulation of the effect of treatment on the bacterial de-
cline for three hypothetical antibiotics that differ in the shape param-
eter � and �min. (A) Pharmacokinetics which we assume to be identical
for each hypothetical antibiotic. (B) Bacterial decline under treatment
with an antibiotic characterized by � � 1 (solid line), � � 3 (dashed
line), and � � 0.5 (dotted line). (Furthermore we assumed that �max �
1 h�1 and �min � �3h�1.) (C) Bacterial decline under treatment with
an antibiotic characterized by �min � �3 h�1 (solid line), �min � �6
h�1 (dashed line), and �min � �9 h�1 (dotted line). (Furthermore we
assumed that �max � 1 h�1 and � � 1.) It is obvious that, in addition
to the MIC, the other parameters of the pharmacodynamic function
(equation 3) are an important determinant of treatment efficacy.
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antibiotics with low values of � (all three other parameters
being equal). Considering the minimum bacterial net growth
rate at high antibiotic concentrations, �min, our simulations
predicted that antibiotics with the lowest value of �min are
most effective (again all three other parameters being equal).

The parameter � may provide a theoretical background for
empirical PK-PD indices that previously have been proposed
to guide antibiotic therapy. For concentration-dependent
drugs like fluoroquinolones and aminoglycocides (and ri-
fampin) a high ratio of maximum concentration to MIC (Cmax/
MIC ratio) (of above 8 to 10) is a predictor of a successful
treatment outcome (3, 21, 40). In contrast, for time-dependent
drugs (including -lactams and tetracyclines) a long time above
MIC (T/MIC ratio) or a large ratio of the area under the
pharmacokinetic curve to MIC (AUC/MIC) is predictive of a
successful treatment outcome (14). Interestingly, our estimates
of the parameter � were higher for the concentration-depen-
dent antibiotics (ciprofloxacin, rifampin, and streptomycin)
than for the time-dependent antibiotics (ampicillin and tetra-
cycline), i.e., for the five antibiotics that we studied the con-
centration-dependent drugs are characterized by a steeper
pharmacodynamic function. The steeper the pharmacody-
namic function, the more dramatically bacterial killing in-
creases as a consequence of an increase in the antibiotic con-
centration. For antibiotics with high values of �, increasing
Cmax/MIC may therefore be the most effective way to improve
treatment outcome. Thus, the concentration dependence of
ciprofloxacin, rifampin, and streptomycin could be a direct
consequence of the high values of � of these antibiotics. If, on
the other hand, the pharmacodynamic relationship of an anti-
biotic is characterized by a low �, increases of the antibiotic
concentration may only marginally increase bacterial killing.
For such antibiotics, the time above MIC may therefore be the
most important correlate of efficacy, which would explain the
association of low values of � and time dependence. These
verbal arguments relating the parameters of the pharmacody-
namic function to empirical PK-PD indices can be studied
formally by mathematical simulation of antibiotic treatment,
assuming a pharmacokinetic profile as in Fig. 4A and a phar-
macodynamic relationship governed by a pharmacodynamic
function like ours (13).

It should be noted that, in fitting these functions and esti-
mating these parameters, we are not considering the details of
the time-kill kinetics. For all of the antibiotics that we studied,
the onset of killing is dependent on their concentration. And,
as is well known for some antibiotics and bacteria, the rate at
which the bacteria are killed declines with time (12, 14, 16, 19,
22, 23, 26, 38). This decline in the killing rate is likely to be due
to adaptive resistance (2)—a mechanism by which the bacterial
population becomes increasingly refractory to the antibiotic for
physiological reasons, rather than due to inherited resistance.
These properties of the kill curves may also have an effect on
the course of treatment, which is not considered here.

What do the results of this study mean for the design of
antibiotic treatment protocols and the development of new
antibiotics? A short answer to this question is that the shape of
the pharmacodynamic functions can be important. These func-
tions contain information about the effect of antibiotics on
bacterial growth that are not captured by MICs or other single
pharmacodynamic parameters. In particular, the pharmacody-

namic function captures the effect of an antibiotic over a wide
range of antibiotic concentrations. As a consequence of differ-
ences in the shape of these pharmacodynamic functions, anti-
biotics with the same MICs and pharmacokinetics may differ
profoundly in their microbiological efficacy. For this currently
more theoretical than empirical reason we believe and recom-
mend that, rather than relying solely on MICs or other single
parameters as representatives of pharmacodynamics of antibi-
otics, the entire pharmacodynamic function should be consid-
ered for the development of antibiotic treatment protocols and
the design of new antibiotics. Having said that, it remains
important that there is more to antibiotic therapy than the
microbiological efficacy considered in this report. Toxic and
other effects of the antibiotics on the physiology of the treated
patient certainly have to be considered. Moreover, the consti-
tutive and inducible immune defenses also influence the out-
come of treated as well as untreated infections and thereby
contribute to the efficacy of antibiotic treatment protocols in
ways that may not be captured by purely pharmacodynamic
and pharmacokinetic considerations.
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