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Abstract

Transcranial magnetic stimulation (TMS) delivers highly localized brain stimulations via non-

invasive externally applied magnetic fields. This non-invasive, painless technique provides 

researchers and clinicians with a unique tool capable of stimulating both the central and peripheral 

nervous systems. However, a complete analysis of the macroscopic electric fields produced by 

TMS has not yet been performed. In this paper, we addressed the importance of the secondary E-

field created by surface charge accumulation during TMS using the boundary element method 

(BEM). 3D models were developed using simple head geometries in order to test the model and 

compare it with measured values. The effects of tissue geometry, size and conductivity were also 

investigated. Finally, a realistically shaped head model was used to assess the effect of multiple 

surfaces on the total E-field. Secondary E-fields have the greatest impact at areas in close 

proximity to each tissue layer. Throughout the head, the secondary E-field magnitudes typically 

range from 20% to 35% of the primary E-field's magnitude. The direction of the secondary E-field 

was generally in opposition to the primary E-field; however, for some locations, this was not the 

case (i.e. going from high to low conductivity tissues). These findings show that realistically 

shaped head geometries are important for accurate modeling of the total E-field.

1. Introduction

Transcranial magnetic stimulation (TMS) is a non-invasive, painless technique, which has 

provided researchers and clinicians a unique tool capable of stimulating both the central and 

peripheral nervous systems (Barker et al 1985, Ilmoniemi et al 1999). In TMS, intense 

pulses of current flow through a coil located at the surface of the head. This current creates a 

time-varying magnetic field, which induces a primary electric field (E-field) in the space 

surrounding the TMS coil. When a conductive medium (i.e. the head) is exposed to this 

induced E-field, charges accumulate at surfaces with different electrical conductivities (Tofts 

and Branston 1991) creating a secondary E-field. While several theoretical models have 

been developed to elaborate on the primary E-field distributions generated by TMS coils 

(Cohen et al 1990, Grandori and Ravazzani 1991, Davey et al 1991, Kim et al 2006, Salinas 

et al 2007), little work has been done regarding the influence of the secondary E-field.

Tofts (1990) modeled induced current density—using primary and secondary E-fields—

during magnetic stimulation of an infinite planar surface; current density may be determined 

using Ohm's law . This study found that only tangential currents (parallel to the 
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coil's surface) were induced in the surface. As the size of the tissue surface approaches that 

of the TMS coil, more boundary effects will arise. Therefore, the validity of this model is 

limited to cases in which the coil's size is much smaller than the tissue surface—since that is 

the only scenario where the surface may be considered to be planar. This paper laid the 

groundwork for further investigation into modeling of the total E-field—both the primary 

and secondary E-fields.

Some research groups used a three-shell head model (Rush and Driscoll 1969) in TMS E-

field modeling. This model was originally used for electro-encephalographic (EEG) and 

magneto-encephalographic (MEG) studies. The transition from EEG and MEG field 

modeling to TMS is relatively seamless, since the physics involved in the calculations is 

very similar—due to reciprocity. In the forward problem, the source and properties of the 

volume conductor are known whereas the fields are unknown—which is the case for TMS 

field calculations inside the head. In the inverse problem, the fields and conductors are 

known, and the source is unknown; this is the case for EEG and MEG field calculations. The 

source in TMS is much stronger than that in EEG and MEG; therefore, some of the 

assumptions in EEG and MEG field modeling (e.g. removing scalp and skull layers from the 

calculation) may not directly transfer to TMS E-field modeling.

Roth et al (1991a, 1991b) addressed the effect of the secondary E-field (due to TMS induced 

E-fields) in spherical volume conductors. These studies used the finite difference method 

(FDM) to calculate the E-fields. The FDM is an iterative numerical solution (coupled with 

relaxation techniques) which calculates the potential at each point as the average of its 

neighbors, and then repeats the process until the solution converges (i.e. further iterations do 

not change the result). Because this method is an approximation technique, it may 

oversimplify the computation in complex tissue geometries (Johnson 2006). These studies 

asserted that the secondary E-field created by charge accumulation on tissue surfaces may 

shield the nerve from the induced E-field. The spherical head models in these studies 

consisted of three concentric spherical shells—representing the scalp, skull and cortex (Rush 

and Driscoll 1969). They concluded that the inclusion of the scalp and skull tissue layers 

was not necessary since these layers ‘have no influence on the electrical field distribution in 

the three-sphere model’ (Roth et al 1991b). The primary E-field calculations (which would 

not be affected by tissue layers) were not presented for a quantitative comparison with the 

total E-field; also, only axial views (i.e. the xy-plane) were displayed. Therefore, it was not 

possible to decipher whether or not the statement was valid across the volume.

Heller and van Hulsteyn (1992) agreed that Roth's omission of the scalp and skull layers was 

valid; however, their reasoning was quite different. They assumed that the E-field at any 

position inside of a spherically symmetric volume conductor primarily depends only on the 

magnetic moment produced by the TMS coil and its position relative to the origin of the 

volume conductor. This approach is independent of electrical conductivity because it is 

assumed to be spherically symmetric—via an analytical solution. They reason that the 

maximum E-field strength will occur at a boundary where the conductivity changes from 

one tissue to the next and that any changes in conductivity inside this boundary are 

inconsequential. One caveat to this approach is that the volume conductor is spherically 

symmetric—realistically shaped head models (such as magnetic resonance (MR)-based 
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tissue segmentations) are not. However, this paper has provided the TMS community (as 

well as EEG and MEG groups) a solid theoretical/analytical framework for calculating 

electromagnetic fields.

Recently, Toschi et al (2008, 2009) calculated the total E-fields induced by TMS in a 

realistically shaped head model. They used the FDM (described earlier) and concluded that 

complex head geometries provide more accurate estimates of the secondary E-field, 

resulting in a better estimate for the total E-field. These estimates can have a profound 

impact on the coil's observed focality as well as the direction and magnitude of the E-fields 

being produced. Unlike Roth et al (1991a, 1991b), these studies used realistic coil 

geometries—providing more accurate estimates of the induced primary E-field. However, 

because the FDM is an approximation technique, a more accurate solution is needed to 

verify the need to use the secondary E-field.

Wang and Eisenberg (1994), Miranda et al (2003), Wagner et al (2004) and De Lucia et al 
(2007) proposed solutions for calculating the total E-field using the finite element method 

(FEM) which provides an exact solution to the E-field calculation. The FEM supports user-

defined tissue geometries to which anisotropic tissue characteristics may be assigned. Also, 

the FEM is very effective when modeling tissues with continuously varying tissue 

conductivities. For example, De Lucia et al (2007) used diffusion tensor imaging (DTI) to 

create anisotropic conductivity models of each tissue in a realistically shaped head model. 

However, most commercial FEM software programs are expensive and much time is spent 

generating the meshes of the volume conductor. Because of this, some studies simplify the 

calculation by reducing the resolution of the model (Wagner et al 2004). In doing so, 

important anatomical features such as gyri and sulci have been excluded from these head 

models. An alternative to the FEM is the boundary element method (BEM).

The BEM is a numerical technique used to calculate surface potentials everywhere inside a 

volume conductor due to a known current source (Ferguson and Stroink 1997). In the BEM, 

only the boundaries are discretized whereas in the FEM, the whole volume must be 

discretized. This greatly decreases the number of nodes involved in the calculations thereby 

reducing the computational load while still offering an exact solution to the boundary value 

problem. A complete description of the BEM is beyond the scope of this paper; however, a 

thorough description of the technique may be found in Stenroos et al (2007). Assuming that 

each boundary encloses an isotropic, homogeneous region of the volume conductor, the 

entire problem may be treated as a piecewise homogeneous volume conductor. In such a 

volume conductor, the BEM may be used to address any gross effects on the macroscopic 

induced E-field—i.e. to determine whether or not the secondary E-field must be included in 

the total E-field calculation. The BEM should not be used to model anisotropic tissues; the 

FEM is more suitable for these modeling scenarios.

In this study we address the importance of the secondary E-field created by surface charge 

accumulation at conductivity interfaces using the BEM with detailed TMS coil models. 

Calculations were performed using simple head geometries to test the model and compare it 

with measured values. The effects of coil orientation, tissue geometry and size were also 

investigated. A four-shell head model (similar to Cuffin and Cohen (1979)) was used to 
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assess the effect of multiple surfaces on the total E-field. Finally, a realistically shaped head 

model was created to calculate the total E-field induced by TMS.

2. Theoretical background

The E-field induced by a TMS current pulse has a low frequency spectrum (less than 10 

kHz). At these quasistatic frequencies, typical high-frequency effects—propagation delays, 

shielding effects and capacitive effects—may be neglected (Wang and Eisenberg 1994, 

Miranda et al 2003). Therefore, when a volume conductor is exposed to a TMS pulse, the 

electromagnetic wave effects—skin depth, displacement currents, etc—may be neglected.

By assigning a uniform bulk conductivity (σ) to each homogeneous conductor, we see that 

their macroscopic current density  should be equivalent to Ohm's law (Geselowitz 

1967):

(1)

where σ is the inverse of resistance (i.e. conductance in S m−1), assuming that the conductor 

is purely resisitive and contains no point-like sources (i.e. singularities). In the quasistatic 

limit, the divergence of the induced current density is zero; therefore,

(2)

Using the Lorenz gauge (Jackson 1999), we see that the total electric field in the tissue is the 

sum of the primary and secondary electric fields:

(3)

Therefore, (1) becomes

The vector potential  is used to model the primary E-field and is a direct result of the 

magnetic field created by the coil's rapidly changing current (Salinas et al 2007). The scalar 

potential (φ) is due to surface charge buildup—due to the primary E-field—at interfaces 

where conductivity changes. Combining (2) and (3) we see that
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(4)

which is essentially the Poisson equation . The current density 

normal to each surface must be zero, so (4) becomes

(5)

where  is the unit normal vector directed outward from the surface. Further investigation 

shows that each surface has an effect on the scalar potential in a volume conductor 

(Ferguson and Stroink 1997). The continuity conditions state that the scalar potential on one 

side of the interface equals that of the other side:

(6)

(7)

where the prime and double prime notations refer to the conductive media on each side of an 

internal surface (Liu and Ueno 2000)—note that the charges used to calculate each scalar 

potential are of opposite sense; (6) and (7) are in accordance with the quasistatic limit. We 

must also account for the contribution from the coil's current; therefore,

(8)

At all locations across the interface, the following condition should be valid:

(9)

Using (9) and Neumann boundary conditions, (8) becomes

(10)
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leaving us with a suitable boundary condition for all internal surfaces. Using this boundary 

condition, we may now solve Laplace's equation

(11)

for the scalar potential (φ) throughout the volume conductor.

3. Materials and methods

3.1. Measuring secondary E-fields

A small dipole probe (figure 1(A), top) was fabricated to measure the total E-field created by 

the TMS coil in a saline volume conductor (i.e. the tissue phantom). The design of the probe 

was similar to previous studies (Glover and Bowtell 2007); however, our probe had a 6.15 

mm—rather than 50 mm—tip separation. The smaller tip separation supported more detailed 

measurements in the volume conductor since at some locations the TMS coil's induced E-

field can change very rapidly.

The dipole probe was constructed from two insulated copper wires. Each wire tip was bent 

at a 90° angle creating a 3 mm long straight dipole element. The two wires were twisted 

together at their bases and a reference electrode was positioned in the center of the probe. 

The wires were placed in a rectangular carbon fiber rod to which the wire tips were secured 

at one end by non-conductive epoxy cement. Only the wire tips—the dots in figure 1(A) 

(top)—and the centrally located reference electrode were exposed to the conductive medium 

when measurements were performed. The probe's wires attach to balanced/shielded coaxial 

cables, which provided input signals to a digital oscilloscope (Tektronix TDS 320). 

Waveforms were measured using a 1 μs sampling rate.

The dipole probe was calibrated using a known electric field at the center of a trough of 

saline with a square cross-section; the calibration factor was very close to unity. This probe 

was then used for measurements of the total E-field created by the TMS coil and the 

phantom. E-fields measured with the dipole probe had an accuracy of ± 2.6 V m−1 (a 0.93% 

difference). Since the dipole probe has straight elements, the primary component is also 

included in the measurement (Tofts and Branston 1991). To account for this, a calibrated 3D 

Eddy current probe (Salinas et al 2007; figure 1(A) (bottom)) was used to measure the 

primary component; the 3D Eddy current probe had an accuracy of ± 1.6 V m−1 (a 0.58% 

difference). Subtraction provides a measurement of the secondary component. Since we are 

using a quasistatic approximation, the effect of waveforms of the E-fields induced by TMS 

can be neglected. Thus, in order to simplify calculations, we selected a particular point in 

time (i.e. the maximum , typically between 7 μs and 10 μs) for each waveform as 

the representative induced E-field value. All measurements were performed using a Cadwell 

High Speed magnetic stimulator (at 50% intensity) and a B-shaped TMS coil (Cadwell, Inc., 

Kennewick, WA, USA). A full description of the B-shaped coil may be found in Salinas et al 
2007.
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3.2. Phantom construction and utilization

Previous studies used large saline tanks (Durand et al 1992, Kobayashi et al 1997)—which 

simulated a semi-infinite medium—to reduce edge (boundary) effects in their calculations. 

In an effort to provide a rigorous test of our numerical model, we purposefully exaggerated 

edge effects by making one dimension of the phantom smaller than the TMS coil (i.e. short 

axis). When the phantom's short axis is aligned with the TMS coil's maximum primary E-

field vector, large secondary E-fields will arise at the boundaries. Measurements of the total 

E-field at sites near these boundaries provided a means for calibrating our modeled data.

A rectangular phantom was constructed using 2.50 mm thick flat polymer sheets. The 

phantom's dimensions were 128 mm × 48 mm × 60 mm (i.e. length, width and height, 

respectively). The phantom was filled with a 0.9% NaCl solution (saline). Three locations—

labeled ‘A’, ‘B’ and ‘C’ in figure 1(B)—were designated as test points to assess the 

accuracy of measured and modeled values. The center test point (‘A’) of the phantom was 

placed at the designated origin—i.e. site of maximum E-field strength—of the B-shaped 

TMS coil. The long axis of the phantom was aligned horizontally with the long axis of the 

TMS coil (‘Horizontal Box’ in figure 1(B)). A second test was performed with the long axis 

of the phantom aligned perpendicular to the TMS coil's long axis (‘Vertical Box’ in figure 

1(B)).

Dipole and 3D Eddy current probe E-field (Ex and Ey) measurements were performed at a 

50% TMS stimulator intensity setting at ‘A’, ‘B’ and ‘C’ locations in the phantom. Although 

there should be no induced E-field in the Z direction for a flat TMS coil (Branston and Tofts 

1991), the dipole probe is capable of measuring the total E-field in that direction—this 

requires a simple rotation of the dipole elements. However, due to the geometry of our 

phantom this was not possible. Thus, we are only reporting Ex and Ey measurements. 

However, the secondary E-field in the Z direction is reported in the modeled data.

Tofts and Branston 1991 stated that loop probes (e.g. the 3D Eddy current probe) may not be 

used to measure induced effects off of the coil's main axis of symmetry since there would be 

different potentials on each side of the loop. In order to correct for this, measurements taken 

using the 3D Eddy current probe were performed twice (once at 0° with respect to each axis, 

and then at 180°). Also, by keeping the tangential length of the probe wire small (~5 mm), 

we significantly reduced effects due to E-field averaging across the wires. The signs of the 

primary E-field measurements were verified using the reported direction of current through 

the wires of the TMS coil.

3.3. Size dependence

Previous studies (Sarvas 1987, Eaton 1992, Miranda et al 2003) used spherical models to 

represent the shape of the head. Because of the B-shaped TMS coil's limited penetration 

depth (Salinas et al 2007), most of the points on the lower half of a sphere's boundary would 

be exposed to negligible primary E-fields—assuming a realistic head radius (~100 mm). 

While these distant points have little effect on the total E-field, including them in the model 

drastically increases the computational load. By focusing on the section of the volume 

conductor exposed to significant primary E-fields (i.e. greater than 1%), we can drastically 
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decrease the computation times needed in each calculation. We created ‘Hemisphere’ and 

‘Sphere’ models—both with a 100 mm radius—to test the geometric dependence of the total 

E-field calculation. Since we are using the BEM—a numerical solution—irregular shapes 

(even those in open form) may be modeled. We used the conductivity of the 0.9% NaCl 

solution—1.744 S m−1 (Tay et al 1989)—in each model; air had a conductivity value of 1.0 

× 10−15 S m−1.

A ‘Small Hemisphere’ model (radius = 10 mm) was also constructed—simulating a small 

animal head model. Again, the conductivity of the 0.9% NaCl solution was used in the 

calculation. We compared the results of the animal and human head models to demonstrate 

the importance of the TMS coil's size with respect to the volume conductor's on the total E-

field calculation.

3.4. Hemisphere models

A symmetric ‘One-Shell Hemisphere’ model was created to simulate an air–scalp interface

—which is assumed to have the largest effect on the scalar potential (Tofts 1990). A more 

complete ‘Four-Shell Hemisphere’ model was also created to study the impact of multiple 

surfaces on the secondary E-field—also on the total E-field; the four tissue layers were 

scalp, skull, cerebrospinal fluid (CSF) and cortex. The radii of each tissue layer (Cuffin and 

Cohen 1979) are 88 mm (scalp), 85 mm (skull), 81 mm (CSF) and 79 mm (cortex). The 

electrical conductivity values (Geddes and Baker 1967, Rush and Driscoll 1969) for the 

scalp, skull, CSF and cortex were 0.33 S m−1, 0.0042 S m−1, 1.79 S m−1 and 0.33 S m−1, 

respectively.

3.5. The realistically shaped head model

3.5.1. Human subject imaging data—T1-weighted magnetic resonance (MR) and 

computed tomography (CT) images of one subject were obtained from the Research 

Imaging Center's (RIC) image archive. MR images were obtained using a 1.9 T GE/Elscint 

Prestige MRI scanner (GE/Elscint, Haifa, Israel) at the RIC, University of Texas Health 

Science Center at San Antonio (UTHSCSA, San Antonio, TX, USA); the CT image was 

acquired using a Picker PQ5000 CT Scanner (Picker International, Cleveland, OH, USA) at 

the Cancer Therapy and Research Center, UTHSCSA. The subject in these imaging studies 

was a healthy male with no neurological deficits. The imaging data were acquired in 

accordance with UTHSCSA's Institutional Review Board (IRB) regulations and the subject 

was informed that his images would be used for a post hoc analysis.

3.5.2. Image segmentation—We used the FMRIb's Automated Segmentation Tool 

(FAST; Zhang et al 2001), a part of the FMRIb Software Library (FSL; Smith et al 2004). 

FAST segments a three-dimensional image of the brain into different tissue classes (gray 

matter, white matter, CSF, etc). This segmentation algorithm is based on a hidden Markov 

random field model and an Expectation-Maximization algorithm (Zhang et al 2001). The 

program also checked and corrected each MR image for RF-inhomogeneities (bias fields). 

The program is fully automated and produces segmented tissue images organized by tissue 

class. Since MR images are not ideal for bone visualization, we segmented a CT scan of the 

subject's head using a bone threshold (greater than 1500 HU); the MR and CT images were 
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aligned using specific bony features (i.e. nasion, inion, etc). The CT skull segmentation was 

used to define the bone regions in the MR image segmentation. We made mask images of 

each tissue class to define each tissue as a 3D volume.

All images were viewed using the RIC's in-house visualization software: MANGO 

(Lancaster and Martinez 2008). This visualization tool supports 3D viewing and rendering 

as well as several image processing applications—such as the region of interest (ROI), 

histogram and image analysis. Each tissue class was assigned a conductivity value according 

to the layer of the head it represented. Six tissue layers were modeled including scalp, skull, 

cerebrospinal fluid (CSF), gray matter, white matter and the ventricles (i.e. CSF). The 

electrical conductivity values (Geddes and Baker 1967, Rush and Driscoll 1969) for the 

scalp, skull, CSF, gray matter, white matter and ventricles were 0.33 S m−1, 0.0042 S m−1, 

1.79 S m−1, 0.33 S m−1, 0.14 S m−1 and 1.79 S m−1, respectively. The segmented mask 

images were combined to create a realistic conductivity head model (e.g. ‘Realistically 

Shaped Head’) with an isotropic 1 mm spacing.

3.6. Computer implementation of the BEM

Stenroos et al (2007) developed a BEM library of computer algorithms for use in MATLAB 

(The MathWorks, Inc., Natick, MA, USA). The original source code in this library was 

designed to solve boundary-value problems (BVPs) for EEG, MEG and electrocardiographic 

applications. This library offers many users a straightforward way to solve BVPs; however, a 

solution involving magnetic stimulation was not included.

We developed an image-based approach appropriate for the TMS boundary-value problem 

using the BEM library's element integral kernel—with linear basis functions. Several 

computer programs were written in Matlab to perform the necessary calculations of the 

BEM for TMS E-field modeling. Salinas et al (2007) calculated the primary E-field of the B-

shaped coil; the x, y and z components of the primary E-field were saved as individual 

images. Each surface was modeled—using 1 mm × 1 mm × 1 mm voxels—and then its 

surface normals were found using 3D gradient image filters; the normals were directed 

outward from each surface. All images were saved in the Neuroimaging Informatics 

Technology Initiative (NIfTI) file format using the NIfTI Matlab Toolbox created by Shen 

(2005). Neumann's boundary conditions—similar to Miranda et al (2003)—were applied to 

the BVP and the resulting scalar potential distributions were obtained for each surface. The 

scalar potential images were then combined to show one potential distribution across the 

volume conductor. The negative gradient of the potential distribution image generated a 

vectorized secondary E-field image, which could be combined with the primary E-field 

image to obtain a total E-field image. All calculations were performed using a Power Mac 

G5 with 1 GB of RAM and a dual 1.8 GHz processor.

4. Results

4.1. Phantom measurements

The dipole and 3D Eddy current probe measurements were highly correlated with modeled 

data at the points shown in figure 1(B)—0.9992 (P > 0.001) and 0.9985 (P > 0.001), 
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respectively; the BEM models were calibrated using the probe measurements. Figures 1(C) 

and (D) show the sagittal views of the primary and total E-field magnitudes for the two 

orientations of the box phantom. Differences can be seen between the primary and total E-

field's respective contour lines, particularly at the edges of the box. Table 1 lists the primary 

and total E-field vector components for points ‘A’, ‘B’ and ‘C’ at the horizontal and vertical 

phantom orientations. Table 1 also shows that the ‘Horizontal Box’ model's total E-field 

magnitude is 19.74% lower than that of the primary E-field (at Z = 30 mm). The ‘Vertical 

Box’ has a small difference (5.68%) between the primary and total E-field magnitudes (at Z 
= 30 mm). We found that at these locations, the secondary E-field was larger when the 

boundaries were closer together (‘Horizontal Box’, table 1) which is consistent with the 

distribution of the scalar potential.

4.2. Size dependence

The results for the ‘Sphere’ model using the BEM solution were similar to purely analytical 

solutions (Eaton 1992); the total E-field magnitudes were 6.74% (using the BEM) and 

8.56% (using analytical solutions) lower than the primary E-field magnitude for the ‘Sphere’ 

model. In addition, similar results were obtained when using either the ‘Sphere’ or 

‘Hemisphere’ models (see table 1). Since hemispherical head model computations take 

much less time, they were used to model the human head; the computational load was 

reduced by a factor of 4.

We also modeled a small animal's head (‘Small Hemisphere’). We estimated that a typical 

small animal's cortical region is one-tenth as deep as that of a human's. Thus, any charge 

accumulation at the surface would be in close proximity to all other locations in the model; 

therefore, large secondary effects in small animal head models were not surprising. Table 1 

shows that the ‘Small Hemisphere’ model's total E-field magnitude is 14.64% lower than 

their primary E-field's magnitude at that location (0 mm, 0 mm, 3 mm); the ‘Hemisphere’ 

model's total E-field magnitude is only 4.43% lower at Z = 3 mm. The ‘Small Hemisphere’ 

model's total E-field at Z = 10 mm—the center of the model—still has a large secondary 

effect: 10.77%. The ‘Hemisphere’ model's secondary E-field at Z = 10 mm is only 5.27% of 

the primary E-field.

4.3. Hemisphere models

Figure 2 shows the 3D magnitude images of the primary E-fields for the hemisphere models. 

All contour lines represent magnitudes that are 20% of the maximum E-field strength; 

however, the (3D) shape of each contour line changes as more layers are included. In the 

coronal plane, the depth of the ‘Four-Shell Hemisphere’ model (red ROI) decreased 

indicating that multiple conductivity layers have a damping effect on the total E-field. At 0 

mm, 0 mm and 30 mm, the ‘One-Shell Hemisphere’ model has a magnitude difference of 

7.10%, whereas the ‘Four-Shell Hemisphere’ model has a large on-axis difference of 

26.12% (table 1). These differences in E-field magnitudes indicate that the secondary E-field 

is relatively stronger in areas very close to the surface of each tissue layer—especially at the 

layers of scalp, skull and CSF.
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4.4. Realistically shaped head model

To better illustrate the total E-fields, they were overlaid onto an MR image of the subject 

(figure 3(A)) with values modeled for 50% TMS stimulator intensity setting 

. The total E-field has contributions from both inner and outer 

tissue surfaces; in addition, at the center of the total E-field's axial image, we can see the 

outline of the sulci and gyri in the modeled data, indicating that at depth Z = 30 mm, the 

secondary E-field is large enough to significantly change the total E-field. The red outlines 

represent the primary E-field at a threshold of 35 V m−1. The on-axis (i.e. center of the 

image) magnitude—at this TMS coil position/orientation—of the total E-field is much lower 

than that of the primary E-field at the same location, indicating that the secondary E-field 

has a quenching effect on the penetration depth of the TMS coil; the coronal view also 

demonstrates this effect. Therefore, the TMS stimulator setting would have to be adjusted to 

increase the total E-field's penetration depth; for this head model and TMS coil position/

orientation, a TMS stimulator setting of 65% would be needed for the total E-field to have 

the same penetration depth (i.e. magnitude) as the primary E-field at a 50% TMS stimulator 

setting.

Figure 3(B) compares the primary, secondary and total E-fields of the ‘Realistically Shaped 

Head’ model at three cortical depths. The primary and total E-field axial slices have outlines 

depicting the distribution of each E-field at half of that slice's maximum E-field strength. At 

each depth, the total E-field was more focal than the primary E-field (in the x-direction). 

However, at this TMS coil position/orientation, the total E-field had a larger distribution in 

the y-direction with increasing depth—since more tissue interfaces contribute to the 

secondary E-field at these cortical locations.

At on-axis locations (i.e. center of the ‘Secondary Effect’ images in figure 3(B))—where the 

primary E-field is the strongest—we see that the vast majority of the secondary E-fields are 

in opposition to the primary E-field (figure 3(B), bottom). Thus, the total E-field is always 

lower than the primary E-field at on-axis locations (for this TMS coil position/orientation). 

On-axis, the relative magnitudes of the secondary E-field are between 20% and 30% of the 

primary E-field magnitudes. At cortical locations, local surface charge accumulation can 

change drastically from one voxel to the other; the amount of surface charge accumulation 

depends on the surface normals of each tissue layer. However, at cortical sites—where the 

tissue layers are highly convoluted—the changes appear to be muted by neighboring tissue 

layers.

At the TMS coil's periphery, the secondary E-field is additive (orange and purple boxes; 

figure 3(B), bottom) at sites close to the TMS coil, but in opposition (light blue box) at depth 

for these same lateral locations; the relative magnitudes of the secondary E-fields (at the 

TMS coil periphery) are between 8% and 62% of the primary E-field magnitudes. At depth, 

the neighboring cortical tissues have a larger effect on the secondary E-field than the air–

scalp interface (at these lateral locations). Thus, at lateral locations (near the TMS coil), the 

total E-field is slightly higher than the primary E-field; whereas deeper lateral locations have 

lower total E-fields than primary E-fields (for this TMS coil position/orientation). 

Observations at on-axis and peripheral sites indicate that the influence of surface charge 
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accumulation on the secondary E-field is highly localized at sites near each tissue interface. 

Therefore, it is very important for the head model to include each tissue layer so that 

accurate estimates of the total induced E-field may be made throughout the volume.

5. Discussion

Our results show that the geometry and orientation of the TMS coil play an important role 

when calculating the total E-field induced by magnetic stimulation in several models with 

varying conductivity. Because the total E-field includes the secondary component—the 

second term in (3)—the gradient of the scalar potential may (theoretically) produce an Ez 

component. Many studies have concluded that there will not be a total E-field in the Z 
direction (Branston and Tofts 1991; Cohen and Cuffin 1991, Roth et al 1991a, 1991b, Heller 

and van Hulsteyn 1992). However, each of these studies used spherically symmetric head 

models. The Ez components (table 1) found using the ‘Realistically Shaped Head’ model 

were very small when compared to the other components but it may be larger in other 

(clinically relevant) coil orientations.

5.1. Orientation

Previous studies (Grandori and Ravazzani 1991, Roth et al 1991b, Eaton 1992) have found 

that the orientation of the TMS coil plays an important role in the calculation of the primary 

E-field at a particular point in space. Since the primary E-field is calculated using the TMS 

coil's wire geometry, it makes sense that changing (even slightly) the orientation of the TMS 

coil will alter the primary E-field. A 90° rotation of the TMS coil (in our box experiment) 

produced different surface interactions—since the sides of the box were separated by a 

different distance—thereby producing a different total E-field. Also, the secondary E-fields 

cancel the primary E-field at sites where the surface normal aligns with the primary E-field 

vector—along the periphery of the volume conductor. Therefore, reorienting the TMS coil 

(i.e. laterally) or changing the shape of the volume conductor (i.e. asymmetric models) will 

change these values. Because these orientations may potentially affect the total E-field 

calculation, it is important to note that any changes in the total E-field may not be consistent 

across the volume conductor. Therefore, it is important to accurately model the whole 

volume conductor (i.e. as an image) so that these changes may be visualized and addressed.

5.2. Simple head models

The secondary E-field is largest when in close proximity to tissue surfaces. However, it is 

important to remember that the ‘Four-Shell Hemisphere’ model is not a true representation 

of the human head. Realistically shaped head tissues have folds and dimples in their 

surfaces. Thus, realistically shaped head geometries yield more accurate estimates of the 

secondary E-field (e.g. the total E-field).

5.3. Realistically shaped head model

Spherical (and even hemispherical) head models are not anatomically correct 

approximations. The human brain has many gyri and sulci; thus, at cortical depths there may 

be tissue surfaces at (or at least near) the site of stimulation. Since the secondary E-field is 

greatest near a surface, we must correctly model the geometry of each tissue surface to 
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obtain the most accurate estimates of the total E-field throughout the brain. Several recent 

studies (Starzynski et al 2002, Wagner et al 2004, Wagner et al 2006) incorporated 

realistically shaped head models—using magnetic resonance images—to estimate the total 

E-fields induced by TMS. However, the level of anatomical detail involved in these 

simulations was not sufficient for a detailed assessment of the secondary E-field. The 

‘Realistically Shaped Head’ model is a tissue-segmented MR image (with 1 mm voxel 

spacing), with realistic anatomical features (such as gyri and sulci). Using such a model 

enabled more accurate estimation of the total E-field throughout the brain—but especially at 

the cortical locations where neural activations are believed to be occurring during TMS. Our 

findings indicate that the magnitude and direction of the secondary E-field vary widely 

throughout the brain. In some locations, it directly opposes the primary E-field whereas in 

others it has an additive effect (see figure 3(B)). These conclusions were also observed by 

Toschi et al (2008). We cannot hypothesize the magnitude or direction of the secondary E-

field at a particular location without an accurate description of the head's local tissue 

geometry and conductivity values.

5.4. Impact on human TMS studies

Accurate total E-field estimates are especially needed when using TMS for clinical 

applications. For example, repetitive TMS (rTMS) has generated much interest as a 

treatment for psychiatric disorders such as depression, schizophrenia and anxiety (Grisaru et 
al 1994, Pascual-Leone et al 1996, George et al 1997, 2003). Greater accuracy in the total E-

field estimates will provide better per-pulse dose approximations (especially at depth) for 

these clinical studies. Accurate, quantitative dosage estimates are needed to monitor patient 

progress and/or treatment effectiveness over time. Accurate dosage information would also 

be useful when comparing treatments across patient groups (i.e. normal and impaired 

patients), instead of using TMS stimulator output settings, where stimulator/coil parameters 

may be different, or resting motor threshold values—which vary from person to person.

5.5. Impact on small animal TMS studies

The ‘Small Hemisphere’ model is not an accurate representation of a small animal's head; 

however, it does provide a rough estimate regarding the effect of the secondary E-field on 

the total E-field calculations. Because of its small radius, each point on the surface is within 

close proximity to every other point in the volume—thereby having the capacity to influence 

each point's scalar potential (14.64% difference). In larger volumes, surface points have less 

effect at the same depth (4.43% difference) because they are separated by larger distances. In 

addition, as the volumes change size, their exposure to the TMS coil's primary E-field also 

changes (since the coil is asymmetric).

Small animal TMS coils have been developed by some TMS manufacturers (Magstim; 

Woburn, MA, USA) and they provide more focal primary E-fields for small animal TMS 

(Salinas et al 2007); yet there have not been any studies on how small animal TMS—using 

the proper TMS coils—will affect the secondary E-field. Since the E-field should be more 

focal in a small animal TMS coil, less of the peripheral surface locations will be exposed to 

the primary E-field—at least the magnitude at those locations should be much lower. 

Whether or not the secondary E-field is lower depends on the location of the small animal 
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TMS coil, its orientation and the size/shape of the small animal head model. Using the 3D 

modeling technique described in this paper should prove to be useful for TMS studies in 

small animals.

6. Conclusion

Using the image-based BEM described in this paper, we now have the ability to accurately 

model the total E-field induced by TMS throughout a volume conductor. We have shown 

that size and geometric complexity of the volume conductor are very important when 

calculating the total E-field. More explicit (i.e. realistic) volume conductor geometries 

provide more accurate total E-field estimates than simple head models. The inclusion of the 

secondary E-field is important in total E-field calculations and should not be overlooked.
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Figure 1. 
(A) Schematic of the straight dipole (top) and 3D Eddy current probe (bottom). The dipole 

probe's wire tips and reference electrode are labeled and the coordinate systems of each 

probe are provided. The dipole probe's measurements are performed in one dimension; 

recordings in other dimensions required a rotation of the dipole probe. (B) Phantom 

orientations for the ‘Horizontal Box’ (top) and ‘Vertical Box’ (bottom) models. Points ‘A’, 

‘B’ and ‘C’ were used for E-field measurements with the two E-field probes. The points are 

the same locations in both orientations. Sagittal views (yz-plane) are presented for the 

modeled magnitude images of the (C) primary and (D) total E-fields for the ‘Horizontal 

Box’ (top) and ‘Vertical Box’ (bottom) phantoms at a TMS stimulator intensity of 50%; 

sagittal views are at X = 0 mm. Primary E-field strengths at cortical depths—Z = 30 mm—

have modeled values (on-axis) of up to 23% of the maximum E-field strength. Therefore, red 

contour lines (representing magnitudes greater than 20% of the maximum E-field strength) 

were drawn for the primary and total E-fields to show the distribution of these E-field 

strengths. The straight, red line in the upper left corners of the image represents a distance of 

2 cm.
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Figure 2. 
Modeled 3D magnitude images of the (A) primary E-field, (B) ‘One-Shell Hemisphere’ total 

E-field and (C) ‘Four-Shell Hemisphere’ total E-field for a TMS stimulator intensity of 50%. 

The axial (xy-plane; Z = 30 mm), coronal (xz-plane; Y = 0 mm) and sagittal (yz-plane; X = 

0 mm) views are presented. The red ROIs in each image represent magnitudes greater than 

20% for each respective model. The ‘Four-Shell Hemisphere’ total E-field ROI is not present 

in the axial slice. The straight, red line in the upper left corner represents a distance of 2 cm.
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Figure 3. 
(A) Modeled 3D intensity images of the total E-field for the ‘Realistically Shaped Head’ 

model at a TMS stimulator intensity of 50%. (A, left) Axial views are at z = 30 mm; (A, 

middle) coronal views are at y = 0 mm; (A, right) sagittal views are at x = 0 mm. Each 

model is overlaid onto an MR image of the subject's head. The red lines in each image 

represent the primary E-field at the same threshold. (B) E-field comparisons of the 

‘Realistically Shaped Head’ model. (B, top) Axial views of the primary and total E-fields at 

three cortical depths. The yellow (primary) and green (total) ROIs represent values at 50% 

of each slice's maximum value. (B, bottom) 2D histogram plot of the secondary E-field 

magnitude versus the angle between the secondary and primary E-field vectors. The six 

color-coded sections in the 2D histogram designate specific secondary E-field magnitude/

angle relationships shown in the ‘Secondary Effect’ images. For example, the green box 
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represents sections of the image where the secondary E-field magnitude is large—greater 

than 15 V m−1—and its direction is in opposition (near 180°) to the primary E-field vector; 

whereas the light blue box has a low secondary E-field magnitude—less than 15 V m−1—

and its direction slightly opposes (between 90° and 135°) that of the primary E-field vector.
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