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Histone Acetylation Regulates Chromatin
Accessibility: Role of H4K16 in Inter-nucleosome
Interaction
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ABSTRACT The N-terminal tail of histone H4 is an indispensable mediator for inter-nucleosome interaction, which is required
for chromatin fiber condensation. H4K16 acetylation (H4K16Ac) activates gene transcription by influencing both chromatin
structure and interplay with nonhistone proteins. To understand the influence of H4K16Ac on inter-nucleosome interaction,
we performed a simulation study for the H4 tail in the context of two nucleosomes in neighboring unit cells in the crystal structure.
The binding conformation of H4 tail with/without K16Ac was sampled by replica exchange with solute tempering, and the free
energy landscape was explored by metadynamics. The results indicate two important features of H4K16: 1) it is the first button
to anchor the H4 tail on the adjacent nucleosome; and 2) it is the only acetylation site interacting with the acidic patch. H4K16Ac
disrupts the electrostatic interactions of K16, weakens H4 tail-acidic patch binding, and significantly increases H4 tail conforma-
tion diversity. Our study suggests that H4K16Ac directly reduces the inter-nucleosome interaction mediated by the H4 tail, which
might further encourage the binding of nonhistone proteins on the acidic patch.
INTRODUCTION
In the eukaryotic nucleus, the compactness of chromatin de-
termines the accessibility of DNA and fundamentally relates
to gene transcription. The hierarchical folding of higher-or-
der chromatin starts from the basic building block, the
nucleosome. The nucleosome is formed by ~150 bp DNA
wrapping around a positively charged protein core, consist-
ing of two copies each of histones H2A, H2B, H3, and H4.
Each histone protein contains a well folded helical core and
disordered terminals, the histone tails. The flexible and posi-
tively charged histone tails are essential mediators of intra-/
inter-nucleosome interaction and ideal binding partners for
nonhistone proteins, thus a key to chromatin folding and
compaction.

The specific function of different histone tails in chro-
matin folding has been intensively investigated (1–4). All
histone tails can influence chromatin compaction and acces-
sibility, depending on salt concentration, construction of the
nucleosome arrays, and the type of assembly process; how-
ever, the H4 tail probably plays the most important role in
inter-nucleosome interaction, because its deletion signifi-
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cantly reduces the compaction of nucleosome arrays (5). In-
ter-nucleosome interactions mediated by the H4 tail may
involve either DNA or histone from the adjacent nucleo-
some, depending on the compactness of the chromatin fiber.
Several nucleosome structures have been described, some of
which show an interaction of the H4 tail with the H2A/H2B
acidic patch of the adjacent particle (6,7), whereas in the
condensed tetra-nucleosomes or stacked nucleosome, this
is sterically disfavored (8). In self-associated nucleosome
arrays, cross-linking experiments captured inter-nucleo-
some interaction between the H4 tail and H2A (9), but rarely
between the H4 tail and DNA (10). The mediating role
of the H4 tail is not only induced via general electrostatic
effect, but also via specific interactions involving certain
residues on the H4 tail and the H2A/H2B dimer (11,12).

The middle part of the H4 tail, the KRHRK segment (res-
idues 16–20), contains strongly positive charges and forms a
‘‘basic patch’’. On the H2A-H2B dimer, the glutamic acid
and aspartic acid residues (H2A E56, E61, E64, D90, E91,
E92, and H2B E102 and E110) build up a negatively
charged area, called the ‘‘acidic patch’’. Due to the spatial
proximity and the electrostatic attraction, stable salt bridges
can be formed between these two parts from neighboring
nucleosomes (6). The acidic patch is also an important
binding site for many nucleosome binding proteins. These
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H4K16 in Inter-nucleosome Interaction
proteins compete with the H4 tail or among themselves for
binding to the acidic patch, thus modulate chromatin remod-
eling (13).

The flexible and basic histone tails are ideal to bind the
substrate pocket of enzymes, thus undergo a variety of
posttranslational modifications. Posttranslational modifica-
tions regulate gene transcription by altering chromatin
structure or (and) nonhistone protein interaction. The acety-
lation on H4 lysine 16 (H4K16Ac) is a prevalent posttrans-
lational modification, associated with gene activation and
DNA damage repair (14,15). It plays a prominent role in
the histone modification cascade that leads to gene activa-
tion and silencing, e.g., the MOF protein responsible for
dosage compensation in Drosophila is a H4K16 acetylase
(16). Loss of H4K16Ac, on the other hand, was globally
found in cancer cells (17). The transcriptional function of
H4K16Ac is independent from the cumulative effect
induced by other H4 lysine acetylations (18). Remarkably,
at the molecular level, H4K16Ac influences both chromatin
structure and protein interplay (19,20). On the structural
level, H4K16Ac significantly reduces nucleosome-nucleo-
some stacking and chromatin folding, standing out from
H4K16Q or other H4 tail acetylations. It indicates that
H4K16Ac influences chromatin structure via a specific
mechanism rather than a conventional electrostatic effect
(21–23).

To elucidate the special role of H4K16Ac in regulating
chromatin higher-order structure on a molecular level,
multiscale simulation studies have been performed. Potoyan
and Papoian (24) proposed that K16Ac enhances the bind-
ing between H4 tail and its own nucleosomal DNA, and
therefore reduces inter-nucleosome interactions. Another
effect of lysine acetylations is to increase the secondary
structure of the H4 tail (25). Ordered histone tails are less
available to the adjacent nucleosome, and thus induce un-
folding of chromatin fiber (26). However, an opposite effect
of H4K16Ac, which decreases the a-helix in the isolated H4
tail, has also been reported by a previous replica exchange
molecular dynamics (REMD) simulation study (24,27).
Moreover, in the context of the nucleosome, the intratail
hydrogen bonds are disrupted by interaction between H4
tail and DNA, which drastically disorder the secondary
structure of isolated histone tails (28).

Despite the intensive discussion on the structural effect
of H4K16Ac, a direct investigation of its influence on the
inter-nucleosome H4 tail-acidic patch interaction is still
missing. In this work, we explored, for the first time to
our knowledge, the binding conformation of the H4 tail
and the influence of H4K16Ac in the context of two adjacent
nucleosomes, in explicit solvent using replica exchange with
solute tempering (REST). The free energy landscape of H4
tail was explored by metadynamics. The results indicate that
two segments of H4 tail are separately responsible for the
intranucleosome interaction with DNA and the inter-nucle-
osome interaction with the acidic patch. Interestingly, K16
is the first residue and the only acetylation site located in
the acidic patch binding part of the H4 tail. In contrast to
wild-type K16, the acetylated K16 loses the stable contact
to the acidic patch. Acetylation of K16 significantly
weakens the H4 tail-acidic patch interaction and increases
the diversity of H4 tail binding conformations. Further
analysis suggested that the particular position of K16 in
the H4 tail enhances the effect of K16Ac on the inter-nucle-
osome interaction.
MATERIALS AND METHODS

Model system setup

The model system under investigation is based on the nucleosome crystal

structure (PDB: 1KX5), where the H4 tail is attached to the neighboring

acidic patch in the crystal packing (7). To reduce the system size, only

the N-terminal part of H4 (chain F, residues 1–45) and the surrounding res-

idues within 1.0 nm from the H4 tail (residues 1–32) were selected for

simulation, including segments of DNA, H3 from the same nucleosome,

and H2A, H2B of the neighboring nucleosome (see Fig. 1). With the exper-

imental evidence that H4 residues 14–19 are crucial for chromatin fiber

compaction, there is a strong possibility that these residues are participating

in inter-nucleosome interaction. However, in this structure with a complete

H4 tail (PDB: 1KX5), residues K16, R17, and R19 are all pointing toward

DNA. In another nucleosome structure (PDB: 1AOI), in which H4 residues

1–15 are invisible, K16 and R19 are attached to the acidic patch (6). There-

fore, 30 ns preliminary REMD simulation with implicit solvent (29–31)

was performed to generate possible conformations of the H4 tail. The

parameters for the implicit solvent model are the same as our previous

work (28). A conformation with K16 and R19 attached to the acidic patch,

which is similar to the H4 tail in the crystal structure (PDB: 1AOI), was

sampled. Afterwards 90 ns implicit solvent REMD was performed with

this new conformation to verify it. This structure was used as the initial

structure for the production simulation with explicit solvent (Fig. 1).

To investigate the influence of K16 acetylation on the H4 tail binding

conformation, we prepared a system with H4K16 acetylated. The point

charge for the acetylated lysine was calculated following the protocol

used in the development of the AMBER force field (32). We optimized

the conformation of acetylated lysine by the density functional theory

with a B3LYP scheme and a 6-31G* basis, then calculated the electrostatic

potential surfaces by HF/6-31G*. All quantum chemistry calculations were

done with Gaussian 09 (33). The restrained electrostatic potential method

within Antechamber was applied to fit the electrostatic potential surfaces

to point charges (34,35).
REST simulation

REMD simulations are widely used for sampling of protein conformations.

Several replicas of the system were run in parallel at different temperatures,

and in a given time interval the coordinates and velocity of the neighboring

two replicas were exchanged if the Metropolis criterion is fulfilled. Thus the

system is heated up and cooled down, to overcome the energy barrier of

conformational transitions (29). The potential difference between two rep-

licas has to be chosen to achieve a specific acceptance ratio of replica ex-

change. Therefore, the number of needed replicas increases with
ffiffiffiffi
N

p
(where N is the degrees of freedom in the system) (36).

Because we are interested in the conformation of the solute, we want to

keep the temperature of solvent unchanged to reduce the potential differ-

ence between two replicas. In this case we applied so-called REST (37),

a particular form of Hamiltonian replica exchange, to modulate the temper-

ature of the solute. The potential energy of the system can be written as

sum of three parts: solvent-solvent, solvent-solute, and solute-solute. We
Biophysical Journal 112, 450–459, February 7, 2017 451



FIGURE 1 Initial structure. Structure of two nu-

cleosomes from crystal packing (left) and the model

structure used in simulation (right). (Green) DNA;

(yellow) H3; (gray) H4; (pink) H2A; and (blue)

H2B. To see this figure in color, go online.
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rescaled the last two potentials according to a temperature factor l ¼ T0/Ti
(T0 is the lowest temperature, Ti is the temperature for the ith replica). In

molecular dynamics, the potential consists of Coulomb, Lennard-Jones,

and bonded potential (bond stretching, angle bending, torsion, etc.). For

the Coulomb interaction, we rescaled the partial charges in the solute

qi ¼
ffiffiffiffiffiffiffi
lq0

p
. For the Lennard-Jones potential, we rescaled the depth of the

potential well: εi ¼ lε0 (38). For the bonded potential, we rescaled the dihe-

dral term: kdi ¼ lkd0 .

To perform REST simulations we used GROMACS 4.6 (39–41) patched

with Plumed2 (42,43), in which the Hamiltonian REMD scheme is imple-

mented (44). For both the wild-type (WT) and K16Ac (AC) H4 tail system,

28 replicas are used to achieve the exchange acceptance ratio of 0.2–0.3.

The temperatures used to rescale the topology files are: 300.0, 304.5,

309.1, 313.7, 323.2, 328.0, 333.0, 337.9, 343.0, 348.2, 353.4, 358.7,

364.1, 369.5, 375.1, 380.7, 386.4, 392.2, 398.1, 404.1, 410.1, 416.3,

422.5, 428.8, 435.3, 441.8, and 448.4 K. The system energy was minimized

by the conjugate gradient method. After 200 ps NVTand NPT equilibration

with restraint on solute, 100 ns REST simulation was performed under

NVT condition for both systems. To maintain the stability of the system

and to reduce the number of degrees of freedom, position restraints were

applied to atoms except for the H4 tail (H4 residues 1–32) and side-chain

atoms of H4-tail-attached residues (H4 residues 55, 58, and 59; H3 residues

62, 63, 69, 70, 73, 76, 77, and 80; H2A residues 56, 60, 61, 64, 65, 68, 71,

and 90–92; and H2B residues 44, 45, 102, and 110), and the force constants

on x/y/z vectors were all set to 1000 kJ/mol/nm2 (45). To justify this

approach, a comparison of the fully flexible two-nucleosome system and

the truncated restrained system can be found in Fig. S11 in the Supporting

Material. Solute atoms were parameterized with the Amber99SB force

field (32,46), and water molecules with the TIP3P model (47). Sodium

ions were added to neutralize the charges. The distance between solute

atoms and the box edges was at least 1.0 nm. The total system contains

132,039 atoms. The short-range cutoff for nonbond interaction was

1.2 nm, and long-range electrostatic interaction was treated with the

PME method (48). The LINCS algorithm was applied to constrain all

bonds of hydrogen atoms (49), and the time step for integration was set

to 2 fs.
Trajectory analysis

Clustering analysis and calculation of RMSD, minimum distance, distance,

contact, and covariance matrices were done using GROMACS modules

(40). The trajectory was clustered with respect to the RMSD of the H4

tail nonhydrogen atoms, performing the following steps. The trajectory

was first clustered using the GROMOS method (45,50), with the cutoff

set to 0.25 nm. The generated clusters were merged if the RMSD of their

average structure was less than the cutoff. We repeated this step until the

result converged. Last, the small clusters with <10 members were

compared to any member in another cluster, and merged into the big cluster

if the RMSD is below cutoff. The covariance matrices of WT and AC H4
452 Biophysical Journal 112, 450–459, February 7, 2017
tail were calculated from the RMSD of Ca atoms. The covariance of AC

(Cov(AC)orig) was normalized to the relative root mean square fluctuation

(RMSF) of Ca atoms:

CovðACÞnorm ¼ CovðACÞorigRMSFðWTÞ
.
RMSFðACÞ:

Metadynamics

Metadynamics (51,52) is applied to explore the free energy landscape of the

system and verify the results of REST simulation. Metadynamics is an

enhanced sampling technique aimed at reconstructing free energy along

defined dimensions, by adding an external potential to fill up the wells in

the energy landscape. The external potential is a sum of Gaussians depos-

ited along the space of selected degree of freedom—collective variables

(CVs). Principal component analysis (PCA) was performed on the REST

trajectory. The first principal component (PC) of Ca of H4 residue 2, 9,

12, 15, 18, and 25 was used as the first CV, according to their RMSD along

the eigenvector (Fig. S5). The second CV is the minimum distance (Mind-

ist) between the side chains of H4 (Ac)K16 and H2A E61/D90. A 350 ns

well-tempered metadynamics simulation (53) was performed for the WT

and AC systems. Every 1 ps, a Gaussian with a height of 1.0 kJ/mol is

deposited along the space of CVs. The bias factor for well-tempered meta-

dynamics is set to 15. The width of the Gaussian is 0.1 nm in the dimension

of PC and 0.05 nm for Mindist. Fig. S7 shows the sampling of CVs. The

sampling of the PC for AC is not as efficient as for WT, because the second

principal component in AC is also an important motion (Fig. S5 A); never-

theless, a wide range of the PC space was visited for both systems. Figs. S8

and S9 show the convergence of the metadynamics.
RESULTS

Overview of REST sampling

Efficient replica exchange was achieved during 100 ns
REST simulation, with the acceptance ratio ranging from
0.21 to 0.28. The probability distributions of the potential
energies overlap well with each other (Fig. S1), and each
of the 28 replicas has explored the whole temperature space
(Fig. S2). The evolution of the structure clusters shows the
convergence of the sampling (Fig. S3). In the following,
we analyzed only the 300 K trajectory.

To get a preliminary view of the H4 tail conformational
evolution, we calculated the RMSD of the H4 tail backbone
atoms compared to the initial structure (Fig. 2). It is obvious
that the AC tail exhibits larger conformational fluctuations
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FIGURE 2 RMSD of H4 tail. RMSD of the back-

bone atoms of the WT (left) and the AC (right) H4

tail was calculated every 10 ps (lines with light

color), with the initial structure as reference.

Running average of every 200 ps was plotted with

deep color. To see this figure in color, go online.

H4K16 in Inter-nucleosome Interaction
than the WT tail. In the initial phase (0–20 ns), the RMSD of
WT rises gradually from 0 to ~0.25 nm, whereas that of AC
jumped to 0.5 nm at the beginning of the simulation. It in-
dicates that the initial structure is strongly disfavored by
the AC tail. For both systems, the drastic fluctuation after
50 ns corresponds to efficient crossing of energy transition
barriers and the occurrence of a new conformation. In the
last 30 ns, convergence is roughly reached for the sampling
of the WT system, as indicated by the steady RMSD, but
not for the AC system. It could be due to the lack of distin-
guishable minimum in the AC H4 tail conformation space,
which will be discussed in the following sections. For the
following parameter calculation and conformation analysis,
we used the trajectory starting at 20 ns.
FIGURE 3 Distribution of minimum distance between the H4(Ac)K16

and H2A-H2B fragments. The top atom of H4(Ac)K16 side chain (Nz of

K16, Cq of AcK16) and the nonhydrogen atoms on H2A-H2B fragment

were selected for measurement. (Black) WT; (red) AC. To see this figure

in color, go online.
Acetylation weakens the stable interaction
between H4K16 and the H2A-H2B dimer from the
neighboring nucleosome

In the crystal structure (PDB: 1AOI), K16 is in contact with
the acidic patch, forming salt bridges with H2A E61, D90,
and E92. To study whether these contacts survive during
the replica exchange simulation, we measured the minimum
distance between the H4K16(Ac) side chain and the center
of mass of the H2A-H2B fragment (mindist16-dimer). The
position of H4K16 in WT is quite stable, as demonstrated
by the sharp distribution of mindist16-dimer (Fig. 3). The
mindist16-dimer of WT is always (population > 99%) under
0.35 nm, which we defined as the cutoff for contacts.
This result confirms the strong interaction between K16
and the neighboring H2A-H2B dimer. In contrast, the mind-
ist16-dimer of AC has an extremely diffuse distribution, re-
flecting the uncertainty of the K16Ac position. In only
10% of the sampled structures, K16Ac contacts the dimer
(mindist16-dimer < 0.35 nm), whereas 43% of the K16Ac po-
sitions are completely detached from the neighboring nucle-
osome (mindist16-dimer > 0.90 nm). Acetylation neutralizes
the positive charge on K16 and disrupts its electrostatic
interaction with the acidic patch. Although the acetyl group
brings an extra hydrogen bond acceptor and additional
atoms for van der Waals interactions, AcK16 still loses its
stable configuration.
K16 acetylation alters completely the
conformation space of the H4 tail and induces the
tail away from neighboring nucleosome

The single acetylation of K16 impacts the whole binding
conformation of H4. We did a cluster analysis on the trajec-
tory between 20 and 100 ns to show the ensemble of the
whole production trajectory, and 50–100 ns to demonstrate
the ensemble of the efficient exchanging phase. The occu-
pancy of major clusters reveals that K16 acetylation drasti-
cally increases the diversity of H4 tail conformational space
(Fig. 4 A). In the WT system, the dominant cluster covers
93.3% of all frames and 83.4% of the frames in the last
50 ns, indicating the existence of strong and specific
Biophysical Journal 112, 450–459, February 7, 2017 453
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FIGURE 4 Cluster analysis. The size of the top 10 clusters (A) and the center structure of major clusters for WT (B) and AC (C) systems. (Stick) Residues

16–20; (ball) position of residues 7 and 18. The occupancy of each cluster in the last 50 ns is labeled as number next to corresponding structure. To see this

figure in color, go online.
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interactions. In comparison, the AC ensemble is distributed
quite evenly over several clusters. The largest cluster
occupies only 22.3% of 20–100 ns frames and 17.3% of
50–100 ns frames. Although the AC system exhibits a
convergence to the top six clusters in the last 50 ns, there
is no preference for any of them.

As illustrated by the representative structure of each clus-
ter, the first residues of both WT and AC tail are always
binding to DNA. The main difference between WT and
AC shows up on residues 7–17, which bind either to DNA
or to the acidic patch (Fig. 4, B and C). In the WT system,
each of the four charged residues on the basic patch (resi-
dues 16–20) has a defined role: K16 and R19 attach to the
acidic patch; R17 and K20 bind to DNA (Fig. 4 B). This
conformation takes full advantage of the negatively charged
neighbors, and avoids the repulsion among the positively
charged side chains. In the AC system, due to charge
neutralization and steric hindrance, AcK16 leaves the acidic
454 Biophysical Journal 112, 450–459, February 7, 2017
patch and attempts to compensate this loss by (1) promoting
intratail hydrogen bonds (AC-1, AC-2, and AC-6); (2) ap-
proaching DNA surface via van der Waals interaction
(AC-2); (3) inserting into the DNA groove due to hydropho-
bic interaction between methyl group and the DNA rings
system (AC-3); and (4) forming hydrogen bonds with
the open and basic region of H2A-H2B dimer (AC-4 and
AC-5) (Fig. 4 C). R19 and K20 still maintain the binding
to the H2A-H2B dimer and DNA, respectively. The confor-
mation of residues 7–17 varies from cluster to cluster, re-
flecting that the H4 tail loses stable binding conformation
in the two-nucleosome interface.

To quantify the difference between the WT and AC H4
tail, we profiled the free energy landscape (Fig. 5). In accor-
dance with the distribution of mindist16-dimer in Fig. 3, the
WT H4 tail has a distinguishable minimum with the K16
binding to the adjacent H2A E61/D90, whereas the land-
scape of the AC H4 tail is very flat and favors the area



FIGURE 5 2D Free energy (FE) surface (upper

panels) obtained by metadynamics and the projec-

tion of free energy on the Mindist dimension (lower

panels). (PC) Eigenvector from PCA analysis of

REST trajectory. Mindist is the minimum distance

between the side chains of (Ac)K16 and H2A E61/

D90. To see this figure in color, go online.
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away from the adjacent H2A. Even though the free energy
surface of theWT shows another local minimum for Mindist
z 0.4 nm, the most favored conformation of the system is
represented by the global and distinct minimum for Mindist
z 0.3 nm. In contrast, the AC H4 tail prefers a conforma-
tion with the K16 away from the acidic patch, with the
Mindist value ranging from 0.8 to 1.5 nm. The energy sur-
face of the AC H4 tail has a flat and broad minimum.
Fig. 5 shows the results after 350 ns metadynamics, which
can be compared to the 300 ns results (Fig. S9): the free en-
ergy landscape of the WT is almost the same, whereas that
of the AC shows a transition, but the minimum is still within
the range of 0.8–1.5 for the Mindist dimension. Apparently,
within this Mindist range, the AC H4 tail has no preferred
conformation population. The significant difference be-
tween the free energy landscape of WT and AC explains
the result of cluster analysis: WT H4 tail has one dominant
cluster, whereas the AC H4 tail has six clusters of similar
size (Fig. 4).

Fig. 6 shows the distribution of the distance between the
flexible middle part of the tail (residues 7–17) and the H2A-
H2B fragment. The major population of WT is located at
~2.3–2.5 nm, indicating close contact between H4 tail
middle part and the neighboring H2A-H2B dimer. The dis-
tribution of AC is broader, ranging from 2.2 to 3.1 nm, and
the multiple peaks refer to the aforementioned diverse
conformation clusters. The center of the major peak of the
AC population is shifted 0.2 nm to the right of the WT
center. Although both distributions, AC and WT, are over-
lapping significantly, the middle part of the AC H4 tail
(residues 7–17) is generally further away from the adjacent
H2A-H2B dimer.
FIGURE 6 Distribution of the distance between the H4 tail and the

neighboring nucleosome. The center of mass of the backbone atoms of

H4 tail residues 7–17 and H2A-H2B dimer are used for distance measure-

ment. The peaks can be assigned to the labeled structure clusters. To see this

figure in color, go online.
K16 acetylation weakens the contacts between
the H4 tail and the acidic patch, and enhances the
interaction within the H4 tail residues

The contact maps in Fig. 7 help us to study the detailed of
interactions between the H4 tail and the DNA/H2A-H2B
dimer. The H4 tail is obviously divided into the ‘‘DNA bind-
ing’’ and the ‘‘acidic patch binding’’ parts. Residues 1–12
are responsible for binding with intranucleosome DNA,
whereas residues 16–25 undertake inter-nucleosome inter-
action with the H2A-H2B dimer, especially the acidic patch.
Residues 1–6 form the same contacts with DNA for the WT
and the AC systems. For the acidic patch binding part, R17
and K20 are the only two residues attached to DNA. K16 in
the WT system is frequently attached to H2A E61, D90 E92,
and H2B E102, i.e., the acidic patch, whereas in the AC sys-
tem, these interactions were completely lost, due to lack of
positive charge and hindrance of large side chains. R17 tries
Biophysical Journal 112, 450–459, February 7, 2017 455



FIGURE 7 (A) Contact map of the H4 tail. A contact is defined as a distance between nonhydrogen atoms of<0.35 nm. The residue contact occupancy is the

highest atom contact occupancy within the two residues. In the contact map (B) the x axis represents the H4 tail residues, and the y axis represents the residues

from the H2A-H2B fragment and DNA (location shown in A). (Framed in orange) The basic patch (H4 residues 16–20). To see this figure in color, go online.

FIGURE 8 Occupancy of 310- helix structure in the H4 tail. To see this

figure in color, go online.
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to compensate for the loss by interacting with E61, but
with a very low frequency. Some important interactions
are conserved in the WT and AC systems. R19 and R23
maintain the interaction with the acidic patch (R19 with
H2A E64, H2B V45 and H46; and R23 with H2A E56
and H2B E110), so that the H4 tail will not completely
detach from the neighboring nucleosome. The stable contact
between R23 and the acidic patch agrees with the B-factor
analysis of the nucleosome crystal structure (6,54).

In accordance with our previous result, the H4 tail in
the context of the nucleosome is basically disordered due
to active electrostatic interaction with outside partners
(28). Indeed, only some low-frequency 310-helix structures
(formed by iþ3/i hydrogen bonds) were found in the
WT system (Fig. S4). Nevertheless, we observed an
increasing occupancy of 310-helix structures in the AC sys-
tem (Fig. 8). Evidently, with the reduction of contacts be-
tween the H4 tail and the acidic patch, the intratail
interaction increases in the AC system. The relative ten-
dency of each residue to form a 310-helix is similar in WT
and AC, but the occupancy in AC is twice as that in WT.
This is in agreement with the simulation study of Winograd-
off et al. (55), which reported a 310-helix structure at resi-
dues 7–9 in the K16 acetylated H4 tail. It indicated that
acetylations relieve the electrostatic repulsion among posi-
tively charged side chains, thus increasing the secondary
structure propensities of the isolated H4 tail. The increased
a-helix in the H4 tail induced by acetylations was also
shown by circular dichroism experiment (25). In our case,
acetylation disrupts the interaction between the H4 tail
and the acidic patch, which gives the H4 tail the flexibility
to form intratail hydrogen bonds. The increasing intratail
interaction helps to stabilize these structures.
456 Biophysical Journal 112, 450–459, February 7, 2017
K16 plays a central role in stabilizing the H4 tail
binding conformation

The effect of K16 acetylation on chromatin folding is more
significant than other H4 tail acetylations (21–23). As
mentioned before, K16 is on the border separating the
DNA-binding and acidic-patch binding parts of the H4
tail (Fig. 7). This special location might relate to the distin-
guishable function of K16Ac. As shown by the RMSF of
the H4 tail residues in Fig. 9 A, the most flexible area of
both the WT and AC systems is centered at K12. This
lysine forms moderate contacts with DNA, and is flanked
by small amino acids like glycine and alanine, which
contribute little to the interaction with either DNA or the
acidic patch. In the WT H4 tail, A15 is the last flexible res-
idue with RMSF > 0.2 nm. However, without the electro-
static interactions of K16, the area of the AC H4 tail with
RMSF > 0.2 nm is extended up to H18. The covariance
analysis further reveals the important role of K16 to fix



FIGURE 9 RMSF of the H4 tail backbone atoms

(A) and covariance matrix of the H4 tail C-a atom

RMSD (B). The RMSF of the H4 tail backbone

atoms for WT and AC is shown as a color map

(A), labeled with residue number and type of

amino acid. The covariances of WT (B, left) and

AC (B, right) were normalized (see Materials and

Methods). (Red) Correlated behavior between the

residue in the x and y axes; (blue) anticorrelation.

The closer the value is to 0, the less correlated is

the pair of residues. (Green dots) Positions of

K5, K8, K12, and K16. To see this figure in color,

go online.
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H4 tail conformation. The covariance matrix of WT ex-
hibits a narrow and weak correlation area along the diago-
nal, indicating that the residues are only influenced by their
direct neighbors (Fig. 9 B). The most correlated area is that
of residues 7–14, whereas residues after A15 (especially
residues 19–21) are more independent. Here K16 plays
the role of an anchor, which keeps the flexible region
from fluctuating. In comparison, the red area in the AC
matrix is obviously larger and deeper, corresponding to
stronger correlation between residues. The correlated area
extends to cover residues 7–19, showing that AcK16 is
flexible enough to pass on the fluctuation.

Thus, K16 acts as the first button to fix the H4 tail on the
acidic patch. The K16 acetylation diminishes this function,
destabilizes the middle part of the H4 tail, and weakens the
interaction with the neighboring nucleosome. Remarkably,
all the other acetylation sites of H4 tail (K5, K8, and K12)
are located on DNA binding part (Fig. 7), and therefore
have less influence on inter-nucleosome interactions.
DISCUSSION

A previous simulation study of the isolated H4 tail pointed
out that K16Ac reduces the heterogeneity of H4 tail con-
formation space, by promoting the hydrogen bond between
the H4 tail residues (55). However, in the context of two
nucleosomes in neighboring unit cells in the crystal struc-
ture, we found increased conformation diversity of the H4
tail with K16Ac. These results reveal the dual effects of
lysine acetylation. In isolated H4 tails, the positively
charged side chains of lysine and arginine repel each other.
Lysine acetylation releases this tension, facilitates intratail
folding, and thus stabilizes the conformation. However, in
the presence of negatively charged DNA and the acidic
patch, the system is dominated by intermolecule electro-
static interaction, such as salt bridges between the H4 tail
and the acidic patch. After acetylation and the loss of the
charge, the increase of intratail interaction is not enough
to compensate the reduction of intermolecule interaction.
Therefore, the AC H4 tail becomes very unstable, as demon-
strated by the more diverse conformation space.

In this work, we explored the influence of H4K16 acety-
lation on the inter-nucleosome interaction mediated by
the H4 tail. The model represents the situation of a less
condensed nucleosome array, where the H4 tail is attached
to the acidic patch from the adjacent nucleosome. As
mentioned before, H4K16Ac weakens but never abolishes
the inter-nucleosome interaction. H4R17, R19, and R23
stay attached to the acidic patch on the neighboring nucleo-
some. This observation might be partly due to technical rea-
sons. In our setup, constraints were applied to all atoms
except the H4 tail and side chains of acidic patch. The effect
of H4K16Ac might be magnified in a more complete and
flexible environment, where larger-scale conformation
changes with respect to nucleosome stability and relative
position of two nucleosomes are allowed (see Fig. S11). Be-
sides, only a very few ions were added in the solvent to
neutralize the system. Ions impair the electrostatic interac-
tion between H4 tail and DNA or the acidic patch by
screening the charges. Therefore, higher salt concentration
might increase the effect of H4K16Ac. Despite of the tech-
nical limitation, it might be a fact that the direct structure
alteration caused by H4K16Ac is moderate. Wakamori
et al. (54) suggested that the effect of H4 tail acetylations
on inter-nucleosome histone-histone interaction is negli-
gible. The B-factors of the H4 tail and DNAwere increasing
Biophysical Journal 112, 450–459, February 7, 2017 457
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in the nucleosome with tetra-acetylated H4 tails, whereas
those of the acidic patch and H4R23 were not affected. In
accordance, we also observed stable interaction between
H4-R23 and H2A-E56/H2B-E110. Nevertheless, the inter-
action between the H4 tail residues 7–17 and the acidic
patch is significantly weakened by K16Ac. In this case,
other acidic patch binding proteins, which compete with
the H4 tail, might win the chance to bind to the nucleosome
and cause downstream transcriptional effects.

It is roughly a consensus that K16Ac activates trans-
cription by influencing both nucleosome structure and
interaction with external proteins. The reduction of inter-
nucleosome interaction induced by H4K16Ac could be due
to 1) increase of the interaction between H4 tail and its
own DNA (24); 2) decrease of the conformation flexibility
of H4 tail (24,26,55); and 3) elongated H4 tail conformation
and exposure of the H4 tail for interaction with nonhistone
protein (55). In this work, we sampled the conformation of
the H4 tail in the context of two nucleosomes in neighboring
unit cells in the crystal structure and showed that the
H4K16Ac destabilizes the binding conformation of the H4
tail on the neighboring acidic patch. We further proposed
that the unique influence ofH4K16Acmight be due to its spe-
cial location in the H4 tail, which makes it the first anchor on
the acidic patch, as well as the only acetylation site involved
in acidic patch binding. Although the K16Ac H4 tail is not
completely detached from the neighboring nucleosome, the
probability increases for other nucleosome-binding proteins
to approach the acidic patch. However, frommolecule to cell,
the context of discussion (elements involved in the interac-
tion network, timescale, etc.) can completely change. Exper-
iment in vivo indicated that H4K16Ac does not change the
chromatin structure in embryonic stemcells, butmarks active
enhancers (56). Future studies are expected to fill the gap be-
tweenmicroscopicmolecular investigations and experiments
in a larger and more complicated environment.
SUPPORTING MATERIAL

Eleven figures are available at http://www.biophysj.org/biophysj/

supplemental/S0006-3495(16)31043-8.
AUTHOR CONTRIBUTIONS

R.Z. designed the research, performed the simulation, analyzed the data,

and wrote the article; J.E. analyzed the data and assisted in writing the

article; and J.L. designed the research and assisted in writing the article.
ACKNOWLEDGMENTS

All simulations were performed on the HELICS computer cluster at the

Institute for Scientific Computing at the University of Heidelberg. We thank

Professor Andreas Dreuw for providing software and advice for our quan-

tum chemistry calculations. We are also grateful to Professor Markus Lill

for valuable discussions.
458 Biophysical Journal 112, 450–459, February 7, 2017
R.Z. was funded by the Heidelberg Graduate School of Mathematical and

Computational Methods for the Sciences (HGS MathComp), and by Deut-

sche Forschungsgemeinschaft (DFG) grant No. GSC 220 from the German

Universities Excellence Initiative. The visit of R.Z. to Professor Markus

Lill’s group was supported by the Boehringer Ingelheim Fonds.
REFERENCES

1. Zheng, C., and J. J. Hayes. 2003. Intra- and inter-nucleosomal protein-
DNA interactions of the core histone tail domains in a model system.
J. Biol. Chem. 278:24217–24224.

2. Pepenella, S., K. J. Murphy, and J. J. Hayes. 2014. Intra- and inter-
nucleosome interactions of the core histone tail domains in higher-or-
der chromatin structure. Chromosoma. 123:3–13.

3. Arya, G., and T. Schlick. 2009. A tale of tails: how histone tails mediate
chromatin compaction in different salt and linker histone environ-
ments. J. Phys. Chem. A. 113:4045–4059.

4. Saurabh, S., M. A. Glaser, ., P. K. Maiti. 2016. Atomistic simulation
of stacked nucleosome core particles: tail bridging, the H4 tail, and
effect of hydrophobic forces. J. Phys. Chem. B. 120:3048–3060.

5. Dorigo, B., T. Schalch, ., T. J. Richmond. 2003. Chromatin fiber
folding: requirement for the histone H4 N-terminal tail. J. Mol. Biol.
327:85–96.

6. Luger, K., A. W. M€ader,., T. J. Richmond. 1997. Crystal structure of
the nucleosome core particle at 2.8 Å resolution. Nature. 389:251–260.
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