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Abstract 

The most important knowledge in the field of patient safety is regarding the prevention and reduction of patient 

safety events (PSEs). It is believed that PSE reporting systems could be a good resource to share and to learn from 

previous cases. However, the success of such systems in healthcare is yet to be seen. One reason is that the qualities 

of most PSE reports are unsatisfactory due to the lack of knowledge output from reporting systems which makes 

reporters report halfheartedly. In this study, we designed a PSE similarity searching model based on semantic 

similarity measures, and proposed a novel schema of PSE reporting system which can effectively learn from 

previous experiences and timely inform the subsequent actions. This system will not only help promote the report 

qualities but also serve as a knowledge base and education tool to guide healthcare providers in terms of preventing 

the recurrence of PSEs. 

Introduction 

Retrospective analysis of health data holds promise to expedite scientific discovery in medicine and constitutes a 

significant part of clinical research1. Informatics technology has helped improve the efficiency by replacing paper-

based systems in many healthcare organizations and garnering rich health data2, 3. For example, dozens of patient 

safety event (PSE) reporting systems have been established to enable safety specialists to analyze events, identify 

underlying factors, and generate actionable knowledge to mitigate risks4, such as PSRS (Patient Safety Reporting 

System)5 and AHRQ Common Formats (Common Definitions and Reporting Formats)6. These systems are 

initiatives to improve patient safety because data supports further learning and actionable knowledge. However, the 

success of such systems in healthcare is yet to be seen because the data quality could not reach the satisfying level. 

Therefore, maintaining the quality of healthcare data is widely acknowledged as problematic but critical to effective 

healthcare7. 

A PSE is any process, act of omission, or commission that resulted in hazardous health care conditions and/or 

unintended harm to the patient8. Improving the data quality for PSE reporting systems is a challenging task since 

many factors are involved: inadequate management structures for ensuring complete, timely and accurate reporting 

of data; inadequate rules, training, and procedural guidelines for those involved in data collection; fragmentation and 

inconsistencies among the services associated with data collection; and the requirement for new management 

methods which utilize accurate and relevant data to support the managed care environment9. Sometimes reporting 

systems cannot guarantee qualities because many reporters complete the task halfheartedly. For example, in the 

AHRQ Common Formats reports, we found more than 80% reporters tend to choose ambiguous options such as 

“Unknown” which are meaningless for learning rather than explicit “Yes” or “No” options. These systems will 

become redundant databases as more and more low-quality reports emerge, from which researchers cannot learn any 

experience from previous cases. Also, there is a lack of connections among different PSE resources due to the 

diverse report formats. Users have to spend plenty of time manually investigating helpful information from previous 

cases10. Therefore, facing the gap that end-users cannot receive any perceived benefit during and after the reporting, 

there is an urgent need of a new generation PSE reporting system which can continually enrich the PSE knowledge 

base by annotating new reports and solutions according to their features, and provide all necessary information (e.g., 

solutions and prevention options) to the reporters’ cases by measuring the similarities of PSE reports. The quality of 

the reports will be improved consequently since reporters can receive “benefits” for their reporting rather than 

passively completing the tasks. 

The primary challenge of the new reporting system is measuring the similarity of PSEs, specifically, how to 

calculate the similarity score between two PSE reports. Different fields provide diverse definitions for the term 

“similarity”, but there is still no an explicit definition in PSE domain. Based on the theory of cognitive science, such 

a system handles tasks in the case-based reasoning (CBR) cycle including retrieve, reuse, revise, and retain11. 

Specifically, we firstly measure the similarity of the current problem to previous ones stored in a sort of database 

with their known solutions, then retrieve one or more similar cases and attempt to reuse the solution of one of the 

retrieved cases. The solution is assessed and revised before being proposed. At last, the problem description and its 
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solution is retained as a new case learned by the whole system to solve new problems. Therefore, the measurement 

should be based on an assumption that similar PSEs have similar solutions. 

AHRQ Common Formats6 and International Classification of Patient Safety (released by WHO)12 defined incident 

types and event categories for PSE, which are widely accepted and commonly used in patient safety community. 

Recently, researchers are trying to develop new sets of categories in order to better serve the reporting. Nevertheless, 

the data formats of individual case were all in the form of ontology (a hierarchical data structure to manage terms 

and their relationships). Therefore, the comparison between two PSEs could be technically processed through 

semantic similarity measure as a function that, given two ontology terms or two sets of terms annotating two 

entities, returns a numerical value reflecting the closeness in meaning between the two13. The semantic similarity 

algorithms have been generally applied in many fields, such as bioinformatics13-15, geoinformatics16, linguistic17 and 

natural language processing (NLP)18, 19, etc. The Gene Ontology (GO)20 is the main focus of investigation of 

semantic similarity in molecular biology, because not only it is the ontology most commonly adopted by the life 

sciences community, but also comparing gene products at the functional level is crucial for a variety of applications. 

Numerous researches have demonstrated that the functional relatedness between genes products with GO 

annotations can be well measured by semantic similarity algorithms13, 21-25, which provide major significance for 

gene function studies. Similarly, the patient safety community also need an approach to compare PSEs, then offer 

the users potential hints of solutions to current cases. Intuitively, the form of PSE seems similar to that of GO, since 

a number of taxonomies have been designed for labeling case through ontology annotations. Accordingly, the 

methods that work effectively to compare GO products might be also feasible when identifying similarities in PSEs. 

However, to our best knowledge, the semantic similarity algorithms have never been adopted and assessed in patient 

safety area. 

In this study, we hypothesize that 1) the similarity between PSEs can be measured if they are annotated by the same 

ontology/taxonomy in patient safety domain, and 2) similar PSEs have similar solutions. We utilized and assessed 

the semantic similarity measures on the PSE datasets of AHRQ WebM&M (Morbidity and Mortality Rounds on the 

Web)26 and AHRQ Common Formats6. Based on this model, we proposed a novel schema which can process the 

comparison tasks for PSEs and provide the reporters pertinent suggestions about solutions and prevention options 

for their cases. The schema will help develop a new generation of PSE reporting system which could improve the 

data quality of PSE reports by arousing the enthusiasm and motivation of reporters, and hold promise in preventing 

the recurrence and serious consequences of PSEs. 

Method 

Datasets of PSE Reports 

AHRQ WebM&M: As a public assessable resource, AHRQ WebM&M Web site26 represents illustrative cases of 

confidentially-reported PSEs on the internet, accompanied by straightforward evidence-based expert commentaries. 

It also provides a taxonomy with 219 terms to describe the features of PSE from six perspectives: safety target, error 

type, approach to improving safety, clinical area, target audience and setting of care. Each case in the database has 

an individual set of annotations on this taxonomy labeled by experts. As of January 7, 2016, 366 cases have been 

posted on the site. The data size cannot hinder WebM&M from becoming an adequate resource for researching 

purpose because of the high-quality contents and the diversity of event profiles. 

AHRQ Common Formats: AHRQ created the Common Formats to help providers uniformly report PSEs and to 

improve health care providers’ efforts to eliminate harm6. The Common Formats is a group of standardized 

questionnaire-based forms with nine subtypes defined by PSO (Patient Safety Organization), including blood or 

blood product, device or medical/surgical supply including health information technology, fall, healthcare-

associated infection, medication or other substance, perinatal, pressure ulcer, surgery or anesthesia, and venous 

thromboembolism. There is an individual questionnaire for each subtype which contains 10 to 30 single or multiple 

choice questions, or subjective questions. Missouri Center for Patient Safety (MCPS), a PSO institute and the 

collaborator of this study, started to collect real PSE reports from several hospitals in Missouri since 2008. So far the 

database has included more than 41,000 PSE reports. As part of the national level database, the data provided by 

MCPS can represent all PSE data of PSO program. 

Semantic Similarity Measures 

Semantic similarity assesses the degree of relatedness between two entities by the similarity in meaning of their 

annotations. There are two types of semantic similarity approaches when comparing terms, edge-based and node-

based (Table 1). Edge-based approaches are based on counting the number of edges in the graph path between two 
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terms27, for instance, the shortest path or the average of all paths. Correspondingly, node-based approaches focus on 

comparing the properties of the terms themselves, their ancestors or descendants. Information Content (IC), the most 

commonly used approach in GO studies, belongs to this category. IC gives a measure of information for every term 

and makes them comparable. Edge-based and node-based approaches are intended to score the similarity between 

two terms, and must be extended to compare sets of terms such as gene products and incident cases. Pairwise and 

groupwise approaches are the two types of strategies for this issue. Every term in the direct annotation set A is 

compared against every term in the direct annotation set B in pairwise approaches, then the semantic similarity is 

considered by every pairwise combination of terms from the two sets (average, the maximum, or sum) or only the 

best-matching pair for each term. Groupwise approaches calculate the similarity directly by set, graph, or vector. Set 

approaches are not widely used since they only consider the direct annotations that would lose a lot of information; 

based on set similarity techniques, graph approaches represent entities as the subgraphs of the whole annotations and 

calculate the similarity using graph matching techniques; vector approaches compact the information in vector space 

as binary fingerprints which are more convenient for comparison. 

Table 1. Pros and Cons of semantic similarity measures 

Approaches Pros Cons 

Measures for terms 

Edge-based Intuitive, easy to perform. Assume all the nodes and edges are uniformly 

distributed and treat them who are in the same 

depth equally, which is not applicable for real data. 

Node-based Measure the terms independent of 

their depth in the ontology. 

The common used term would make more 

contribution when calculating the similarity. 

Measures for sets of terms 

Pairwise The contributions from every pair of 

terms are concerned. 

Over-reliance on the quality of data; time-

consuming. 

Groupwise Compare term combinations from a 

macro view instead of relying on 

integrating similarity between 

individual terms; time-saving. 

Excessive choices could be a trouble. 

 

We applied and compared three typical semantic similarity measures in this study: 

Information Content (IC). As a classic node-based approach, IC gives a measure on how specific and informative a 

term is. Towards PSE reports, it assumes that a term with higher probability of occurrence may contribute less when 

measuring the similarity. In this study, the pairwise strategy which calculated the similarity for all pairs of terms and 

assessed them with average score was adopted. And we used Lin’s measure of similarity28 which accounts the IC 

values for each of term t1 and t2 in addition to the lowest ancestor shared between the two terms. 

Normalized Term Overlap (NTO). NTO21 considers the set of all direct annotations and all of their associated parent 

terms. Theoretically, NTO might be applicable if the ontology of WebM&M data has been well defined and 

annotated. The only concern is that the depth of its tree structure is not deep enough which may decrease the 

comparison resolution. However, in order to further study the applicability of this typical graph-based groupwise 

approach, we also enrolled it in our assessment. 

Vector Space (VS). VS compacts the annotations of a set of terms into a binary vector which is more comparable 

because the model is based on linear algebra with lots of mature algorithms which can measure similarity, such as 

cosine measure29. Similar to IC, a variation of VS approach has been used in ontology-based similarity. The 

approach generates a weight for each term based on the frequency of its occurrence in the corpus, and then replaces 

the non-zero values in the binary vector with these weights. As the WebM&M cases are well annotated in an 

ontological structure, VS measure, a vector based groupwise approach, may be potentially applicable to measure the 

similarity between PSEs. 

Expert Review Based on 4-Point Likert Scale Measure 
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To each query case, the semantic similarity algorithms ranked all the other cases in the database according to the 

similarity scores. A group of cases with the same interval were chosen from the rank for expert review. To assess the 

result given by the algorithms, we adopted a 4-point Likert scale measure30 which contains 1-irrelevant, 2-somewhat 

irrelevant, 3-relevant, and 4-highly relevant. Three experts were invited to label every case with one of the four 

scales according to the degree of similarity between this case and the given query case. After the experts completed 

the review, two rounds of discussion were opened for them to provide a final review result. If they cannot reach an 

agreement to certain case, the case would be labeled by a majority. The final expert result was treated as a golden 

standard. Any case that was labeled by either 1 or 2 in both expert’s result and algorithm’s result was regarded as 

“agreement” and judged as being irrelevant to the query case; conversely, the one that was labeled either 3 or 4 in 

both of the two results was also regarded as “agreement” but classified as being relevant to the query. The 

agreement ratio between final expert review and algorithm (sample agreement ratio) was calculated by dividing the 

numbers of agreement cases by the number of total cases. Then we randomly labeled the same group of cases for 

10,000 times and calculated the agreement ratios respectively (random agreement ratios). To evaluate the 

performance of certain algorithm of the three, one sample t-test was adopted to examine the mean difference 

between the sample agreement ratio and the random agreement ratios mean (power analysis). The main steps of the 

evaluation are shown in Figure 1. 

 
Figure 1. Performance evaluation for the similarity searching model. 1) A 4-point Likert Scale measure which 

contains 1-irrelevant, 2-somewhat irrelevant, 3-relevant, and 4-highly relevant was adopted; 2) Three experts labeled 

every case with one of the four scales according to the degree of similarity between this case and the given query 

case, meanwhile the model ranked the sample cases according to the similarity scores and labeled them with the four 

scales; 3) The sample agreement ratio was calculated by dividing the numbers of agreement cases by the number of 

total cases. 4) The performance of the model was evaluated by comparing the sample agreement ratio to the random 

agreement ratios. 

Results 

A Similarity Searching Model for PSE Reporting System 

To provide solutions for a given PSE report, it should be figured out that which previous cases are similar to the 

given case. The similarity between PSEs can be measured by comparing their annotations on the same taxonomy. 

Similar annotations would obtain a high similarity score. AHRQ WebM&M is an appropriate dataset to implement 

and evaluate the similarity searching model since it provides a taxonomy with 219 terms to describe the features of 

PSE from six perspectives. In this study, to each pair of the 366 PSE reports, similarity scores were calculated by the 

three semantic similarity measures (VS, NTO, and IC) separately. As a result, three individual similarity matrices 

were generated to store all similarity scores. 
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We developed a local web server to present and evaluate the similarity searching model. Users can either report a 

new PSE or choose an existing case in the datasets of WebM&M or AHRQ Common Formats as a query case to 

initiate a similarity searching session. The server will calculate the similarity scores between the query case and 

every other case, and rank all these cases according to the scores (high to low). Figure 2 shows a screenshot of the 

similarity searching result when using one of the case in WebM&M named: Ebola: Are We Ready31 as a query. The 

similar cases calculated by VS method were presented on the right side with case topics, dates, and authors. When 

any case is selected by the user, its annotation will be presented on the left side. Any click on these terms will trigger 

a new searching session by using the clicked term as a new keyword. The system also provides three action buttons 

on the right side of each similar case including: 1) ask for details (the paper icon), to show the details of this case, as 

well as the commentaries; 2) choose as a query (the magnifier icon), to launch a new similarity searching session 

using this case as a query; 3) I agree (the thumb up icon), to receive user feedback and improve the similarity 

matrices. 

 
Figure 2. Similar cases of the query case “Ebola: Are We Ready?” calculated by the PSE similarity searching model 

(Vector Space method) 

Model Assessment via Expert Review 

We conducted a detailed study of the three semantic similarity algorithms based on AHRQ WebM&M taxonomy. 

Case 24132, a typical event of nosocomial infections, was chosen as the test query. All the other cases were ranked 

by our similarity searching model according to the similarity scores, and there were 49 of overall 365 cases carrying 

nonzero similarity scores in the result list. We randomly extracted 15 cases from the ones with nonzero scores, and 5 

cases from the rest, since we supposed the irrelevant cases may occupy 25% of the list according to the natural 

proportion of the 4-point Likert scale30. Three experts with clinical experience reviewed and rated the 20 cases 

without implication. The result showed that the agreement of the three experts was 90% before the group discussion, 

and 100% after the first round of discussion. It was even more encouraging that the only two cases judged as 

“relevant” to the query by the experts have the highest similarity scores calculated by our model. 

Further analysis was then processed to figure out the agreement between algorithms and experts. By comparing with 

random model, the VS model and NTO model reflect a significantly higher consistency with the experts’ review 

(Table 2). It is feasible and practical to apply semantic similarity model to measure the similarity of PSEs. 

Table 2. The agreements between algorithms and experts 
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Model 
Agreement 

Expert 1 Expert 2 Expert 3 

VS 80%** 90%** 90%** 

NTO 90%** 80%* 90%** 

IC 70% 70% 70% 

** P-value < 0.01 
* 0.01 ≤ P-value < 0.05 

Recommending Solutions to Query Reports 

We collected solutions for the most common PSE subtype, patient falls, which occurred about 700,000 to 1,000,000 

times each year in U.S. hospitals33. The solutions were collected and curated from three resources: 1) Pennsylvania 

Patient Safety Authority Site34; 2) AHRQ WebM&M commentaries; 3) Staff of a PSO institute, Missouri Center for 

Patient Safety (via interviews). According to the 13 questions in the fall form of AHRQ Common Formats, the 

solutions of the fall events were divided into two categories: general solutions (applicable to any fall event) and 

specific solutions (applicable when certain answer options are chosen). Totally 15 general solution entries and 40 

specific solution entries were refined as the solution dataset for fall events. In order to provide a succinct solution 

recommendation to the query case, we further grouped the general solutions into six subtypes: event reporting, 

education, patient monitoring, risk assessment, communication, and assistive devices. 

 
Figure 3. Solution recommendation for a fall event reported in AHRQ Common Formats. The specific solutions are 

recommended dynamically according to the report options. E.g., the solution entry “Re-evaluate types of assistive 

devices used by the facility to prevent falls” was presented because the reporter chose “b. Ambulating with 

assistance and/or with an assistive device or medical equipment” to answer the Question 6. 
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As shown in Figure 3, when a user completed a fall report in AHRQ Common Formats (case ID 399), the system 

provided both similar cases and potential solutions for the user to switch at will. All the specific solution entries 

have been directly linked to the specific answer option(s), which means an entry will be presented only if the 
associated option(s) is(are) chosen during the reporting. For example, the solution entry “Re-evaluate types of 

assistive devices used by the facility to prevent falls” was presented because the reporter chose “b. Ambulating with 

assistance and/or with an assistive device or medical equipment” to answer the question what was the patient doing 

or trying to do prior to the fall (Question 6). The general solutions were presented for all fall events. In this way, 

reporters will spontaneously improve their reports since the quality of the reports relates directly to the quality of the 

specific solutions they received. It will be a win-win situation that reporters really learn something from the system, 

and the report quality gets improved. 

Discussion 

In this study, we proposed a novel workflow to improve the data quality of PSE reporting system, which includes 

seven key modules: data collection and management, algorithm implementation based on semantic similarity 

measures, expert review, agreement analysis, statistical test, user interface, and user feedback mechanism (as shown 

in Figure 4). Using fall events as an example, the proposed schema for PSE reporting system can process the 

comparison tasks and provide the reporters pertinent suggestions about solutions and prevention options for their 

reporting cases. The schema will be applied in all PSE subtypes in our future work. It will mend the gap that most 

current PSE reports are in low quality because the end users cannot receive any perceived benefit during and after 

the reporting. The task of learning and analyzing from previous experiences will be completed by the intelligent 

system instead of solely relying on healthcare providers. The more detailed users report, the more accurate 

suggestions they will receive. Such benefits would greatly enhance the quality of PSE reports. Moreover, the 

semantic similarity module was embedded into the reporting system which allows users to provide feedback such as 

whether they agree or disagree with certain similar case or solution by clicking a user feedback button. All the 

feedback will be returned to the algorithm implementation step and help update the weights of related similarity 

matrices. In this way, the performance of the similarity searching model will be improved dynamically. The model 

will be progressively stable and enhanced as the involvement through the users’ feedback. 

 
Figure 4. The workflow to improve the data quality of PSE reporting system. Data collection and management, 

algorithm implementation based on semantic similarity measures, expert review, agreement analysis, statistical test, 

user interface, and user feedback mechanism are the key modules to improve the data quality of the proposed PSE 

reporting system. 

A challenge of the future work is how to standardize PSE storage and management in order to overcome the lack of 

interoperability and communication. In this study, we found that PSEs can be compared to each other if they are 

managed by a hierarchical data structure (e.g., taxonomy) according to their characteristics. Therefore, our future 

plan is developing a knowledge base in patient safety domain to standardize PSE reports and solutions at the data 
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level. This standardization will make connections not only among diverse reporting formats but also between 

solutions and PSE reports. The solutions will be recommended based on the similar cases instead of answer options, 

which will make the recommendations more targeted. This plan is feasible and low-risk since we are not going to 

develop a brand-new knowledge base, instead, we will extend part of the terms and relationships defined by 

International Classification for Patient Safety (ICPS)35 to a knowledge base in patient safety domain. The ICPS is 

carried out under the World Alliance for Patient Safety of the World Health Organization (WHO). ICPS represents 

the knowledge related to PSE that occur to patients during hospital stays. For the time being, the representation has 

focused on falls and pressure ulcer incidents. To construct this knowledge base, we plan to extract the sub-classes 

including terms and relationships about PSE from ICPS. Then we will use Competency Questions (CQ), a classical 

method for designing and evaluating knowledge bases36, which are interview questions that require candidates to 

provide real-life examples as the basis of their answers. Two reviewers with background knowledge in patient safety 

will participate in the CQ development. To each subtype of PSE, they will review a group of cases and generate the 

CQs. Each CQ must not be duplicated in its meaning with any of the others to the best of reviewers’ judgment. Then 

we will merge the CQs with the same meanings and break down the subdivisible ones. Thereafter, corresponding 

classes will be selected and combined with those extracted from ICPS, and a knowledge base describing each PSE 

subtype will be generated. The developing schema holds promise in improving patient safety and potentially 

triggering a revolution for data management and analysis in health care industry. 

Clinical Decision Support Systems (CDSS) link clinical observations with health knowledge to assist clinical 

decisions37. The systems influence clinician’s decisions and consequently enhance health-care quality. However, 

most CDSS suffer from common problems in usability, which have received significant attention in the patient 

safety community38-41. Several subtypes of PSE are associated with clinical decisions, for example, a medication 

event may lead a drug-drug interaction. Therefore, in the future work, we will design several specific interfaces to 

CDSS, embed the key function models of our system to some widely used CDSS, and help detect potential risks at 

the early stage, thus provide better decision support and eventually improve patient safety. 

Limitations 

Database The main defect of AHRQ WebM&M dataset is the small sample size which comprises only 366 PSE 

reports by January 2016. The selection criteria are unclear, however, based on our observation, the cases in 

WebM&M may have been chosen as the most typical ones in each category. Taking patient fall as an instance, as 

the most common event type, it only has four records in WebM&M, which does not mean patient fall is infrequent, 

but rather indicates the other cases might be similar to the four typical samples and thus were not included by the 

experts. This is probably the main reason that the algorithm Information Content (IC) has the worst performance on 

this dataset. IC treats the frequency of each term as an important parameter that high frequency means low 

information content. This rationale does not apply to this experiment because the frequencies in WebM&M dataset 

cannot represent the real PSE distribution. 

The limitation of AHRQ Common Formats is the low report quality. Many hospitals are using the Common Formats 

to report their events because of the requirement of PSO, which helps PSO collect a large sum of PSE reports. 

However, the quality of the reports is unsatisfactory since not all the reporters reported their cases spontaneously. 

We found that some reporters tended to choose the obscure options rather than the explicit ones which may cost 

more time to figure out the details. For example, reporters are more likely to choose the option “Unknown” if 

provided. Unfortunately, most “Unknown” choices are least meaningful for further analysis, and called missing 

values. This is consistent with our previous finding42. 

However, according to the status quo, these two report formats seem to be the best choices for this study since they 

are by far the only accessible PSE databases with hierarchical feature labels. We believe the quality of reports will 

be improved if reporters can really learn something from the system during and after their reporting. That is one of 

the reasons we propose this study.  

Assessment Strategy All the assessments in this study were processed with the help of health care experts since 

there is no golden standard for PSE similarity. Each expert likely brings various biases on his/her different 

perspectives. For example, a clinician may judge the similarity between PSEs by measuring their severity, while a 

nurse may judge the similarity based on solution finding. The biases cannot be fully avoided. However, we provided 

more targeted introductions before every round of expert review, and adopted interviews rather than questionnaires 

in order to help the experts better understand our purpose. 

Conclusion 
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Voluntary PSE reporting systems have a great potential for improving patient safety through wide adoption and 

effective use in healthcare. The similarity analysis of PSE is a key to the success of such systems. Focusing on the 

quality issue of current reporting systems, this study proposed a novel schema to improve the data quality by 

gathering information from previous experiences and informing subsequent action in a timely manner. Healthcare 

providers can learn how to avoid hazardous consequences and prevent their recurrence after they report their PSEs 

to our system. These benefits encourage the reporters to spontaneously provide reports with higher quality, since the 

more detailed they report, the more accurate suggestions they will receive. Furthermore, the schema holds promise 

in developing a new generation of self-learning PSE reporting system based on a standard knowledge base in patient 

safety domain. As the system being used by more organizations for a longer period of time, the internal knowledge 

base will become more intelligent, eventually provide better services. 
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