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Abstract 

Analysis of user interactions in online communities could improve our understanding of health-related behaviors and 

inform the design of technological solutions that support behavior change.  However, to achieve this we would need 

methods that provide granular perspective, yet are scalable. In this paper, we present a methodology for high-

throughput semantic and network analysis of large social media datasets, combining semi-automated text 

categorization with social network analytics. We apply this method to derive content-specific network visualizations 

of 16,492 user interactions in an online community for smoking cessation. Performance of the categorization system 

was reasonable (average F-measure of 0.74, with system-rater reliability approaching rater-rater reliability). The 

resulting semantically specific network analysis of user interactions reveals content- and behavior-specific network 

topologies. Implications for socio-behavioral health and wellness platforms are also discussed. 

Introduction and Background 

In recent years, the penetration of online communities into everyday lives has been astonishing. Researchers 

have studied these communities using multidisciplinary methods to better understand human health behaviors [1,2]. 

Qualitative studies have been conducted to characterize (a) different types of social support embedded in forum 

communication [3], and (b) quality of information being disseminated in social platforms [4]. A significant limitation 

of the application of qualitative methods to peer interactions in online social media platforms is that these analyses 

were conducted on small samples of communication on account of the labor and time intensive nature of manual 

coding required. Voluminous data accumulating through increasing use of Health 2.0 technologies, such as online 

communities, require methods that are scalable. To this end, machine learning methods have been used to identify 

specific features of communication within online communities [5-7]. Classification of conversational and 

informational questions on Yahoo! Answers has also been attempted using a combination of human coding, statistical 

analysis, and machine learning [8]. Methods of distributional semantics have also been combined with machine 

learning algorithms to classify consumer health webpages of based on language use patterns [9]. However, these 

studies ignore the structure of communication (who communicates with whom), which is important to understand peer 

influence on behavior. Quantitative network modeling has been the most widely used technique to describe and 

visualize behavioral diffusion, communication structure, and peer influences in social communities [10,11]. However, 

most of these studies do not consider communication content. 

In this paper, we describe a semi-automated method that involves (a) capturing the semantic nuances of 

communication in an online community using a variant of Latent Semantic Analysis (LSA) [12], and (b) using content-

specific classification to reveal structural variations underlying the communication patterns of users of a health-related 

community. LSA is a distributional semantics method that provides us with the capability to derive relatedness 

measures between terms from unannotated text. This is accomplished by representing the terms in a high dimensional 

vector space. The coordinates of a term vector in semantic space are determined by the distributional statistics for this 

term, such that similar vector representations are created for terms that occur in similar contexts [13]. Evidence 

suggests that the semantic relatedness measures derived using distributional semantics techniques agree with human 

estimates, and can be used to obtain human-like performance in a number of cognitive tasks [12,14]. Studies have 

used LSA to automate the coding of communication content among group members to assess team cognition [15,16], 

suggesting the applicability of the method for communication analysis at scale. Other studies have also established 

the utility of other distributional representations for analysis of social media postings [17,18]. In this paper, we apply 

LSA to the model content and structural patterns underlying user communication in QuitNet, an online social network 

designed to promote smoking cessation. The paper proceeds as follows: (a) firstly, we present an overview of the 

materials used in the study, (b) secondly, we describe automated analyses conducted on the QuitNet dataset, (c) thirdly, 

we conduct network analysis to characterize content-specific user communication patterns in QuitNet, and (d) finally, 

we conclude the paper with implications of our findings for design of digital health platform that leverage the power 

of social connections. 
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 Materials and Overview of Methods 

QuitNet is one of the first online social networks aiming to promote health behavior change, and has been in 

continuous existence for the past 14 years. It is widely used, with over 100,000 new registrants per year [19,20]. 

Previous studies of QuitNet indicated that participation in the online community was strongly correlated with 

abstinence [21]. Communication among QuitNet members can occur through private email, one-to-one messages in 

public threaded forums, and public chat rooms. The data set studied in this paper was drawn from a previously studied 

quality improvement database [19], and is comprised of de-identified messages in the public threaded forums, in which 

participants post messages and reply directly to each other. A database of 16,492 de-identified public messages from 

between March 1, 2007 and April 30, 2007 was used in our study. All messages are stripped of identifiers but recoded 

for ego id (the individual posting the message) and alter id (the individual whose message is being replied to), date 

and position within the thread.   

The main pre-requisite for the semi-automated method described in this paper was the development of an 

annotated dataset that provides qualitative characterization of QuitNet user communication. Grounded theory based 

qualitative analysis [22] was conducted to identify QuitNet communication themes, and literature review was 

subsequently conducted to identify the theoretical roots underlying these themes. Further description of this analysis 

is beyond the scope of the paper, but additional details can be found here [23]. Here we present a summary of pertinent 

methodological details and results of the qualitative analysis. An initial subset of 795 messages was coded manually 

until thematic saturation, utilizing grounded theory techniques - open coding, axial coding, and constant comparison. 

Messages were classified into 12 themes: ‘Social support’, ‘Cravings’, ‘Traditions’, ‘Quit Obstacles’, ‘Teachable 

Moments’, ‘Quit Readiness’, ‘Conflict’, ‘Relapse’, ‘Quit Progress’, Family and Friends’, ‘Virtual Rewards’, and 

‘Pharmacotherapy’.   

In the current work, distributional semantics and machine learning were used to associate unannotated 

messages with communication themes from this qualitative analysis. The complete dataset was then further analyzed 

using network description and modeling packages, to understand theme-specific structural patterns of user 

interactions. In the following sections, we present the methodological details and subsequent results of the automated 

text analysis (Step One) and network modeling studies (Step Two) in the context of QuitNet. 

 

Step One: Automated Text Analysis of QuitNet Communication 

The methods of automated text analysis we have employed infer measures of the relatedness between 

passages of text from the distributional statistics of terms in a large text corpus. Based on our previous work [24], we 

concluded that the distributional information in our QuitNet corpus was insufficient for the automated derivation of 

meaningful measures of semantic relatedness between terms. Therefore, we drew on distributional information from 

the Touchstone Applied Science Associated (TASA) corpus [25], a collection of 37,657 articles designed to 

approximate the average reading of an American college freshman. We used LSA [14] to derive vector representations 

of terms in the TASA corpus, such that terms with similar distributions would have similar vector representations, 

with similarity between vectors measured using the cosine metric. This corpus has been widely used in distributional 

semantics research, and when applied to this corpus LSA has been shown to approximate human performance on a 

number of cognitive tasks [12]. LSA was performed using the open source Semantic Vectors package [26]. The log-

entropy weighting metric was used, and terms occurring on the stopword list distributed with the General Text Parser 

software package [27] were ignored. This stopword list consists of frequently occurring terms that carry little semantic 

content.  

Subsequently, representations of the messages in the QuitNet corpus were generated by adding the vectors 

for the terms they contain, and normalizing the resulting message vectors (we will refer to these vectors as TASA-

based QuitNet message vectors). Representations for terms in the QuitNet corpus were then generated by adding the 

message vectors for each message they occurred in, and normalizing the resulting vector. Subsequently, a second set 

of message vectors was generated, which we term QuitNet message vectors. A pictorial depiction of the vector 

generation is presented in Figure 1. We utilized this approach in order to ensure that terms present in the QuitNet 

corpus, but not in the TASA corpus, could obtain meaningful vector representations on account of their having similar 

distributions to terms in this corpus that did occur in the TASA corpus. This approach is similar in nature to the 

reflective approach that we have utilized previously to infer associations between terms that do not co-occur directly 

[28], and provides a convenient means to combine distributional information from two disparate corpora (TASA and 

QuitNet in our case). 
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Figure 1. Vector generation sequence for QuitNet semantic analysis 

 

Inspection of the nearest neighbors of key terms from the QuitNet corpus revealed that the measurements of 

semantic relatedness derived using this approach were intuitive and readily interpretable. In order to use these 

generated vectors to support automated coding of QuitNet messages, we used a k-nearest neighbors (kNN) approach. 

For each message, the system provided a ranked list of codes based on pre-assigned manual codes to the nearest 

neighbors. The score for a particular code was obtained by adding the cosine measures of the nearest neighbors 

corresponding to that code. The cosine measure represents the relatedness of the message to its nearest neighbor. All 

of the coded messages other than the message in question were considered (leave one out cross-validation). Figure 2 

illustrates the scoring procedure for each theme. As shown in the figure, the five nearest neighbors to message 

10515456 were retrieved. For each of themes, a score was calculated by adding up the cosine values of the nearest 

neighbors to which the theme was attached. For instance, the score for ‘Quit Readiness’ was obtained by adding the 

cosine scores of the nearest neighbors (10449020 and 10581825). These scores were used in the next stages to fine-

tune the system for accuracy and reliability as explained in the next section of the paper.  

 

Experimental Setup 

Using the LSA technique described in the methods section, vectors representing all of the messages in our 

QuitNet dataset were generated. We then conducted three experiments to evaluate the extent to which these vector 

representations could be used to accomplish the automated analysis as explained below. 

 

Experiment 1: Evaluation of the system accuracy 

Methods: The 790 manually coded messages were again coded by the automated classification system. The system 

returns a scored list of codes for each message (see Figure 3). However, many messages are coded with a small number 

of codes. So some cutoff point is required for meaningful evaluation. In the preliminary experiment we used ranking 

as a cutoff, but subsequently based the cutoff on association strength. In the ranking-based code assignment, we had 

the system rank the codes at multiple levels (e.g. top 2, top 4) as seen in Figure 3. Threshold-based cutoffs were also 

tested at various levels of the association strength. For instance, at 30% threshold only the codes with a score greater 

than 30% of the highest score were retained. As shown in Figure 3, when a 30% threshold was applied, codes with 

score greater than 0.3*highest score (0.3*4.182=1.255, ‘Social support’, ‘Quit Readiness’) were retained.   The recall 

and precision of the system in assigning thematic codes was calculated at various levels of threshold and ranking. 

Based on error analysis, messages with low-level codes “miscellaneous” and “game” were excluded from the dataset 

because the message content is not amenable to content-based analysis.  The code “game” was assigned to those posts 

where QuitNet members play a word association game with each other to engage themselves in an activity to curb the 

cravings. However, single word postings such as this cannot be dealt with by the system effectively as individual 

message content does not provide sufficient semantic context to interpret the purpose of these words. Similarly, 

messages that were coded as “miscellaneous” were also excluded because the content does not relate to any of the 

smoking cessation related themes. The experiment was then repeated with the dataset excluding the messages that 

belong to the “miscellaneous”, and “game” categories, leaving 533 messages.  
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Figure 2. Overview of the scoring and optimization procedures used for automated classification system  

All: list of all the codes that the system assigned to the message in question , Top 2: ranking cut-off that retains the 

codes with the top 2 highest scores, Top 4: ranking cut-off that retains the codes with the top 4 highest scores, 

Threshold of 30%: cutoff based on association strength that retains the codes with scores greater than 30 percent of 

the highest score , Threshold of 50%: cutoff based on association strength that retains the codes with scores greater 

than 50 percent of the highest score. 

 

Results  

The graph in Figure 3 provides the optimum F-measure estimating system accuracy. The average recall and precision 

were calculated to be at 0.77 and 0.71 respectively for the themes when considering 5-nearest neighbors at a threshold 

of 50%. The F-measure was found to be 0.74 in this case.  

 
Figure 3. Automated classification system accuracy (F-measure) at a Threshold of 50% 

Top X (X=2, 3, 4) indicates the ranking-based cutoff, Th(Y), Y=40%-80% indicates association strength based 

threshold, NN (Z) (Z=1, 3, 5, 10, 20) indicates the number of nearest neighbors retrieved by the system to formulate 

scores for code assignment. 
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Experiment 2: Evaluation of the system reliability 

Methods: A separate dataset of 100 messages was coded by two researchers using the themes that emerged from the 

grounded theory analysis. The same data set was fed to the automated classification system that was optimized for 

better accuracy in the previous experiment. The system assigned themes to these 100 messages which were then used 

to calculate human-system reliability using Cohen’s Kappa measure.  

Results: The inter-rater reliability was calculated be 0.83, and the system-rater reliability was averaged at 0.77. 

Surprisingly, results indicated that the system agreed better with second coder, who coded just these 100 messages, 

than with the coder of the initial 790 messages upon which the system was trained. 

Conclusion: The reliability measures obtained in this experiment indicate that the average agreement of the system 

with human raters for QuitNet themes approached the agreement between human coders.  

 

Experiment 3: Incorporation of outside semantic information 

Methods: Initially, LSA was performed on QuitNet corpus directly to generate message vector representations without 

TASA pre-training. Then, the vector generation process outlined in Figure 1 was utilized to generate QuitNet message 

vectors with TASA pre-training. The reflective nature of the method shown in Figure 1 ensures that terms present in 

the QuitNet corpus, but not in the TASA corpus, would obtain meaningful vector representations. Then, kNN was 

applied to both the QuitNet vector representations with and without TASA-pre-training separately. F- measures were 

used to compare the effect of incorporation of TASA corpus to derive QuitNet message vector representations. 

Results: Using kNN (k=5) without and with TASA pre-training, the F-measures were calculated to be is 0.53 and 0.74 

respectively. Table 1 shows the effects of incorporating TASA on the nearest neighbors of the term “craving”. 

Table 1. Most closely related terms to term “craving”. 

Without TASA little; him; update; came; ever; stayed; gone; still 

With TASA cigarette; nicotine; crave; craves; smoker; habit; chantix; cig 

Conclusion: The accuracy measures obtained in this experiment emphasize the importance of the incorporation of 

external world knowledge when analyzing social media interactions to negotiate issues with lack of semantic context 

on account of terse text and community-specific jargon.   

 

Step Two: Large scale theme-specific network analysis of QuitNet communication 

Methods: Our entire database of QuitNet messages, consisting of 16,492 messages, was processed by the automated 

classification system described in previous sections of the paper. The computer-annotated QuitNet data were then 

used to create theme-specific networks, amenable to analysis using traditional (structural) network analytics to 

understand theme-specific patterns of social dynamics. The users of QuitNet were classified into five mutually-

exclusive classes based on their self-reported abstinence.  

Class 1: users who have remained abstinent throughout the study period 

Class 2: users who were active smokers throughout the study period  

Class 3: users who have relapsed (ex-smoker  active smoker) during the study period 

Class 4: users who have successfully quit smoking (active smoker  ex-smoker) during the study period 

Class 5: users who have relapsed multiple times during the study period. 

Theme-specific network models of the QuitNet data were created by representing users as nodes, and their 

communication as edges. For each theme-specific network, only edges representing messages annotated with this 

theme were included. Gephi, an open-source network analysis and visualization software package [29] was used to 

visualize and analyze these network models. Differences in network structure across themes for multiple user classes 

were examined using social network metrics [11] that explain node importance within a network (centrality metrics) 

and network connectedness (network cohesion metrics). Definitions of the metrics used in this study are provided 

below [11]. 

1. Degree (or connectivity): The degree of a node is defined as the number of edges incident with the node. If the 

graph is directed, the degree of the node has two components: the number of outgoing links (referred to as the 

out-degree of the node), and the number of ingoing links (referred to as the in-degree of the node) 

2. Density: The proportion of direct ties in a network relative to the total number possible 

3. Path length: The minimum number of ties required to connect two particular actors, as popularized by Milgram’s 

famous ‘six degrees of separation’ small-world experiment [30]. 

4. Cluster: A group of nodes, each of which is connected to at least one other node in the group.  

5. Modularity: It is defined as the number of edges falling within groups minus the expected number in an equivalent 

network with edges placed at random, and therefore can be considered as a measure of the cohesiveness of 

communities within the network. 
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Results: Inclusive of all themes, QuitNet user communication network of Class 1 is the largest with network diameter 

of 10, comprising of 1204 nodes and 6093 edges. It is the most connected network, with average degree of 10.121. 

Class 2 is the second largest network of QuitNet users, with network diameter of 9, comprising of 732 nodes and 1696 

edges. It is also the second-most connected network, with average degree of 4.634. However, the Class 2 network has 

the lowest density (0.006) of all, meaning that the connections constitute a tiny fraction of all potential connections 

that could be formed in this network. For illustration purposes, Figure 4 presents four content-specific network 

topologies for Class 1 (abstinent) QuitNet users (same color nodes implies clustering into a sub community, orange 

indicates a low modularity sub community, purple indicates a high modularity sub community, and node size indicates 

degree). As can be seen in the figure, network formations based on ‘Social support’ and ‘Quit Progress’ are populous 

and have higher average degree (7.42, 5.3) compared to ‘Quit Benefits’ and ‘Cravings’ (2.86, 3.42) respectively. This 

indicates that this group of ex-smokers mostly focused their communication with peers on content related to exchange 

of social support and monitoring their quit progress, reflecting on how far each of them have come in their efforts to 

quit smoking. However, modularity of networks specific to ‘Social support’ (0.54) and ‘Quit Progress’ (0.52) was 

lower compared to ‘Quit Benefits’ (0.67) and ‘Cravings’ (0.65), which indicated the sub communities of users 

exchanging information about benefits and cravings were strongly connected among themselves in comparison with 

the rest of the network. On the other hand, the average path length in ‘Social support’ (3.4) and ‘Quit Progress’ (3.6) 

networks is lower when compared to average path length in ‘Quit Benefits’ (4.4) and ‘Cravings’-related networks 

(4.1), which implies faster dissemination of the former content types. 

 

  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Content-specific network representations of communication involving Class 1 QuitNet users 
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Figure 5. Content-specific network representations of communication involving Class 2 QuitNet users 

 

Similarly, Figure 5 presents the content-specific network formations of Class 2 users (active smokers). Unlike the 

Class 1 ‘Social support’ network, where the high-degree users cluster within a single sub-community, the majority of 

Class 2 high-degree users within the social support network formed a separate modularity cluster to the rest of the 

QuitNet users. Further, the ‘purple’ nodes revealed that the ties among high-degree users in Class 2 ‘Social support’ 

were stronger amongst themselves when compared with their ties with the rest of the nodes in the network. The average 

path length across all content types was approximately equal at 4.05, except for in the ‘Cravings’ network which at 

5.3 is higher than this path length for Class 1 users indicating lower efficiency in information dissemination. Among 

all content types indicated in Figure 5, the ‘Quit Benefits’ network of active smokers had highest number of isolates 

and least number of nodes, making it the sparsest and least effective network.  
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Figure 6 presents network formations involving QuitNet users who have relapsed (Class 3) and were successful 

quitters (Class 4) during the study period. Interactions involving Class 3 users resulted in a network with diameter of 

6 comprising of 116 nodes and 111 edges. It is the least connected network with average degree of 1.914. In contrast, 

Class 4 user interactions resulted in a larger network with 456 nodes and 763 edges, with an average degree of 3.346. 

Content-specific topological analysis of user interactions related to ‘Traditions’ indicated that the Class 4 users formed 

a single cohesive network with higher modularity (0.68), when compared to Class 3 users exchanging similar content 

(0.17). This implies that the emergent traditions within QuitNet may play an important role in successful quitting. The 

same trend of higher modularity among Class 4 QuitNet users was found in the network describing their interactions 

related to ‘Quit Readiness’ (0.79), however this network had high degree users form the highest modularity sub 

community (purple color) as compared to the rest of the nodes (orange color). 

 

 
Figure 6. Content-specific network representations of communication involving Class 3 and Class 4 QuitNet users 

 

Limitations and next steps 

 

The automated methods and subsequent network analytics described in this paper were based on qualitative 

analysis of a small data sample of 795 messages that were coded until thematic saturation. However, it may be the 

case that the remainder of the dataset contains additional themes that were not captured. The rapid growth of digital 

technologies will further complicate this issue, as it will generate a data deluge of millions of messages transmitted 

over the Web and mobile media. The QuitNet dataset considered in our analysis was recorded in 2007. For future 

studies, we will obtain further data drawn from recent and larger datasets. However, we believe that the findings from 

the reported data on human behavior are still relevant, as the basic tenet of forum-based communication (structure and 

logistics) remains the same. In addition, use of recently emerged methods of distributional semantics (e.g. Reflective 

Random Indexing [28], neural word embeddings [31]) will be considered in our future studies. The network analysis 

conducted in this paper was limited to description and visualization of user interactions using five metrics. A more 

extensive approach toward network analysis could be adopted to identify network motifs [32], integrate social 

influence models [33,34], and model topological evolution over time [35]. 
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Conclusions and Discussions 

 

This paper describes two studies which focus on the analysis of online social network communication using 

automated text analysis methods from distributional semantics and network analysis for describing content-specific 

topology differences. The key contributions of this paper are as follows - 1) it introduces and validates a method to 

extend qualitative analysis to large datasets; 2) it provides a proof-of-concept for full-scale content-specific network 

analysis of user interactions in an online health-related community; and 3) it demonstrates the use of automated text 

analysis methods as a bridge between the qualitative and network components of online social media analysis 

Given the voluminous nature of online social network data, it is important to develop automated methods 

that can address the large quantities of free text data that are available online. While the performance of the automated 

method is reasonable, the accuracy of the system may be further increased by adopting more sophisticated machine 

learning algorithms. Importantly, the automated method provides a tractable and intuitive mechanism that facilitates 

code assignment to all the messages in the dataset, thus enabling qualitative analysis of large datasets. The reflective 

approach adopted in the automated classification system scales in linear proportion with the size of the dataset and 

therefore the automated system can be applied to analyze millions of messages exchanged on social media platforms. 

In addition, incorporation of external semantic information enhances the applicability of distributional models to social 

medial text analytics. A significant implication of large-scale qualitative analysis of online social media interactions 

is that it facilitates the inclusion of semantic content into network models of online communities.  Content-specific 

network analysis of QuitNet revealed attributes that describe nodal importance and network cohesion of 

communication themes across multiple behavioral states related to smoking cessation. In turn, such understanding 

will allow us to develop user-information interactions that facilitate efficient information dissemination, robust 

network formation, and targeted support within technology platforms such as QuitNet [24,34,36]. 

In summary, methods that facilitate automated extension of granular qualitative analyses, and population-

level visualization of the results can extend the research and application frontiers of social media, thereby further 

enhancing their positive impact on health-related behaviors. 
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