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Ontogeny of collective behavior reveals a simple
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The striking patterns of collective animal behavior, including ant
trails, bird flocks, and fish schools, can result from local inter-
actions among animals without centralized control. Several of
these rules of interaction have been proposed, but it has proven
difficult to discriminate which ones are implemented in nature.
As a method to better discriminate among interaction rules, we
propose to follow the slow birth of a rule of interaction dur-
ing animal development. Specifically, we followed the develop-
ment of zebrafish, Danio rerio, and found that larvae turn toward
each other from 7 days postfertilization and increase the inten-
sity of interactions until 3 weeks. This developmental dataset
allows testing the parameter-free predictions of a simple rule in
which animals attract each other part of the time, with attraction
defined as turning toward another animal chosen at random. This
rule makes each individual likely move to a high density of con-
specifics, and moving groups naturally emerge. Development of
attraction strength corresponds to an increase in the time spent in
attraction behavior. Adults were found to follow the same attrac-
tion rule, suggesting a potential significance for adults of other
species.
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Collective animal behavior is studied with increasing detail
in natural habitats (1-6) and laboratory conditions (7-14).
Local interactions among animals can, in many cases, explain
these patterns of collective behavior, and a variety of interaction
rules have been proposed (7, 8, 11, 14-27).

One of the technical problems in discriminating among pos-
sible interaction rules is the difficulty of obtaining high-quality
experimental data (25). We reasoned that the ontogeny of attrac-
tion behavior offers a unique opportunity to obtain a large high-
quality dataset. This dataset should constrain the space of possi-
ble models to those that can explain interactions every day during
development.

We turned to zebrafish, Danio rerio, a species in which larvae
seem not to attract each other after hatching but that develop
shoaling and schooling behavior during the first month of devel-
opment (12, 14, 28-33). Our choice was based on our previous
work in the adult suggesting a simplicity of the rules compared
with other species (14).

In this work, we follow the formation of attraction behav-
ior during the ontogeny of collective behavior in zebrafish. We
used our newly developed tracking system of animals in groups,
idTracker (34), in a total of 524 videos for the study of devel-
opment and 25 videos for adults. We found that zebrafish are
very weakly attracted to each other by 7 days postfertilization
(dpf), and the attraction gets stronger each day during develop-
ment. By 9 dpf, larvae are likely found close to each other, and,
by 15 dpf, it is common to see animals moving in groups. Analysis
and modeling of the developmental dataset point to attraction as
turning toward a randomly chosen conspecific. Using this simple
rule, animals are more likely to move toward high density of con-
specifics without lumping, and group movement emerges. Devel-
opment is found to correspond to an increasingly large amount of
time spent in interaction behavior. We also found that the same
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rule can explain the behavior of freely moving adults, suggesting
a potential significance for other species.

Results

We video-recorded isolated zebrafish and groups of two, four, or
seven in an arena of 9 to 10 bodylengths (BL) of radius every
day from 7 dpf, in which they start to swim, until 24 dpf (Fig. 14;
see Fig. S14 for setup). We used idTracker (34) to obtain the
trajectory of each animal in a group using a method of image
fingerprinting without the need for manual corrections (Fig. 1B).
Correct identification of individuals is necessary for tests at the
individual level but also to obtain the correct values of quantities
derived from trajectory data like velocities or accelerations.

Ontogeny of Collective Behavior in Zebrafish. We first analyzed
experiments that used pairs of zebrafish. A simple measure of
whether two animals are interacting is given by their distance
apart. We found that the most likely distance, or mode, is signif-
icantly lower than control randomized data from 9 dpf (Fig. 24).
The median distance is significant from 11 dpf (Fig. S1B), and
the mean distance is significant from 12 dpf (Fig. S1C); this is
because the distributions of distances are asymmetric, and the
mode separates better data from control early in development
(Fig. S1D).

We obtained similar results in the AB zebrafish strain, but
significance in mode, median, and mean distance start from 11
dpf (Fig. S2). Also, the analysis can be given in terms of fish BL
instead of age (Fig. S3).

Significance

Different interaction rules among animals can produce pat-
terns of collective motion similar to those observed in bird
flocks or fish schools. To help distinguish which rules are
implemented in animal collectives, we studied the birth of the
interaction rule in zebrafish during development from hatch-
ing to the juvenile stage. We used newly developed machine
vision algorithms to track each animal in a group without
mistakes. A weak attraction starts after hatching and gets
stronger every day during development. Attraction consists
in each larva moving toward one other larva chosen effec-
tively at random and then switching to another one. This rule,
simply by statistics, makes each individual move to regions of
high density of individuals to produce collective motion.
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Fig. 1. Setup and tracking. (A) Setup of 9 to 10 BL radius. (B) Example of

trajectory data for two zebrafish obtained from video using idTracker (34).

Interactions may depend not only on the distance between ani-
mals but also on the relative positions in space. Relative positions
were studied using a coordinate system with origin on the focal
animal and positive y axis pointing in the direction of its veloc-
ity vector (Fig. 2B, top left). We then computed the probability
of finding the second animal in space (Fig. 2B; numbers indicate
age). At 7 dpf to 11 dpf, animals spend significantly more time
side by side than in front/back positions, and during 12 dpf to
24 dpf, they spend increasingly more time close to each other.
Around the focal animal, there is also a region of low probability
of finding the second animal (Fig. S1E). This region reduces size
during development (Fig. S1F).

Distance and relative positions do not directly distinguish
whether animals repel or attract each other. Attraction and
repulsion can be studied more directly by measuring whether an
individual accelerates toward or away from another individual
(9, 10). As acceleration values change during development also
for nonsocial interactions, we found it more useful to compute
the probability of accelerating toward particular places. Specif-
ically, we computed the probability (Pum) that the focal turns
to the side where the other fish is. This probability is signifi-
cant from 7 dpf and increases during development (Fig. 34).
For the AB zebrafish strain, significance starts from 8 dpf
(Fig. S2D).

More detail about attraction can be obtained studying the
probability of turning to the right side depending on the loca-
tion of the second animal (Fig. 3B). For 24 dpf, for example, the
focal animal more often accelerates to the right (left) when the
other animal is at its right (left) (Fig. 3B, day 24). This attraction
structure starts to be significant at 6 dpf to 7 dpf and gets stronger
during development (Fig. 3B).

Attraction can also be studied to the front or back position
(Fig. S4), giving that, at 10 dpf to 24 dpf, animals accelerate to
another animal in front and brake when behind, and, at 6 dpf to
9 dpf, there is some repulsion from an animal behind (Fig. S4B).

Using Development to Extract the Rule of Attraction. We used
experiments with four fish to find whether there is an attraction
rule that can explain the data. We found best correspondence
by a model in which each animal interacts a proportion of the
time by moving toward a randomly chosen individual (Fig. 44).
According to this model, when a focal has N; animals to one side
and N> animals to the other, the probability of choosing the side
with N; animals would be given by

Ny 1
pstr(l*ps)g, [1]

and P(Nz|N1 : N2) = 1— P(N1|Ny : N2) for the other side. This
probability has two contributions. The first contribution comes
from the proportion of time p, spent in interactions in which the
focal chooses one animal at random and thus the side with N;
animals with probability N, /(N2 + N2). The second contribution

P(Ni|Ny : Np) =
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comes from the remaining proportion of time, 1—p,, in which the
focal does not interact with other animals, giving, in our experi-
ments, in which no consistent left-right asymmetry exists, a prob-
ability 1/2 for each side.

The model in Eq. 1 has one parameter, the time spent in
interactions, p,, but also makes predictions independent of this
parameter. For experiments using four animals, a focal fish can
be found with zero and three fish to its sides (configuration 0:3)
or one and two fish (configuration 1:2). The model predicts a
relationship between the probabilities for these two configura-
tions that is independent of the parameter as

P(IL:2) = £+ SP(0)0:3), 2]
plotted as a solid red line in Fig. 4B. Another relationship is the
one between the probability of turning to the side of no animals
for these experiments with four animals and those experiments
with only two animals as

P(0]0:3) = P(00: 1), 3]

plotted as a solid blue line in Fig. 4C. The general parameter-free
relationship between two probabilities can be found in Methods.

We checked that these theoretical predictions in Egs. 2 and
3 are also seen in agent-based simulations in which each agent
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Fig. 2. Development of distance and relative position between two fish.
(A) Most likely distance between pairs of fish at ages 6 dpf to 24 dpf (blue),
N = 4 to 12 pairs per day, and same for control randomized data (orange).
Data are mean SEM. Stars indicate P < 0.05. (B) Focal animal is at the center
of the coordinate system, with velocity vector pointing in the direction of
y axis (top left). Other images show probability of finding second animal
in space for ages 6 dpf to 24 dpf. Data are mean for each age, with age
indicated by numbers 6 to 24. Dots indicate regions with P < 0.005.
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Fig. 3. Development of attraction. (A) Probability of accelerating toward

the side in which the other animal in the pair is located (blue), and con-
trol randomized data (orange) from 6 dpf to 24 dpf. Data are mean, and
error bars are SEM. Stars indicate days with P < 0.05. (B) Probability of focal
animal turning right when second animal is in different positions in space.
Focal animal is at the center of the coordinate system, with velocity vector
pointing in the direction of y axis. Data are mean for each age, with age
indicated by numbers 6 to 24. Dots indicate regions with P < 0.005.

turns with probability p, to the side of another agent chosen at
random and, with probability 1 — p,, turns left or right randomly
(Fig. S5B, dots for different values of ps; see Methods for details
of simulations).

For the analysis of the experimental data, we realized that
the probability of turning to one side is random when another
animal is very close, increases with the distance to another ani-
mal, and, at >2.5 BL, is independent of distance (Fig. S64). As
for this first analysis we are not considering space dependencies
of attraction, we used only data when animals are at >2.5 BL
from the focal. We found that these experimental data corre-
spond well with the theoretical predictions in Eq. 2 (Fig. 4B) and
Eq. 3 (Fig. 4C), with different days marked with corresponding
numbers.

Another prediction of the interaction rule in Eq. 1 is that the
probability of turning to the side with N; animals grows linearly
with N7 as N1 /(N1 + N2). Groups of four animals only have two
possible configurations, (0 : 3) and (1 : 2), so, for a proper test
of this linearity, we used the four configurations arising in groups
of seven fish (Fig. 4D).

We also checked that animals do not favor turning toward
the side with the closer, intermediate, or farthest neighbor. The
probability that the side chosen is the one with the closest animal
is found to be very similar to the probability that it is the side with
the animal at intermediate distance or the side with the farthest
animal during all development (Fig. 4E). Our agent-based sim-
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ulations with agents turning to another randomly chosen agent
also give this result (Fig. S5B, column 4).

We simulated alternative agent-based models with one of eight
other interaction rules, including turning to the side with more
animals (Fig. S5C), to the side of the center of mass of the rest
of the group (Fig. S5D), to the closest animal (Fig. S5E), to the
center of mass of the two closest neighbors (Fig. S5F), to the sec-
ond neighbor (Fig. S5G), and to the third neighbor (Fig. S5SH),
and using the nonlinear decision rules from ref. 14 (Fig. S5J) and
ref. 21 (Fig. S5I). We found worse correspondence with experi-
mental data using any of these eight rules in Fig. SSC-J than the
theoretical predictions from Eq. 1 (Fig. S54) or its implemen-
tation with agents turning toward one animal chosen at random
(Fig. S5B).

N, Using the Attraction Rule for a Quantitative Description of Devel-
opment. Once we tested the parameter-free predictions of the
model, we used its “attraction” parameter p, in Eq. 1 to give a
compact description of changes during development. For each
day ¢;, we computed three values for ps(t;) by fitting Eq. 1 to the
experimental probabilities P(2|2 : 1), P(0]0 : 3), and P(0[0 : 1)
of that day and computed its mean value (Fig. 4F, dots). The
value of the attraction parameter increases rapidly during devel-
opment and could be fitted for the period 6 dpf to 24 dpf with the
exponential exp((z — 28.6)/6) (Fig. 4F, line).

Inserting p, = exp((z — 28.6)/6) into Eq. 1, one obtains that
the change during development of the different probabilities
obtained in groups of two and four fish is expected to be of the
form

P21 2)(t) = * exp((z — 28.6)/6) +

3 (4]

N =

P(310:3)(t) = P(1]0: 1) = éexp((x —28.6)/6) + % (5]

These expressions correspond well with the experimental devel-
opment of the probabilities P(1]0 : 1), P(3|0 : 3), and P (2|1 : 2)
(Fig. 4G).

We also performed experiments on adult zebrafish of 150 dpf
to assess how developed interactions are by 24 dpf. For exam-
ple, the attraction parameter p, increases exponentially from a
value of 0.01 at 6 dpf to a value of 0.47 at 24 dpf, but only has
a very small increase to a value of 0.54 in the adult stage of
150 dpf (Fig. S74). The other parameters measuring interaction
also have values at 24 dpf close to those at 150 dpf (Fig. S7).

Agent-Based Modeling. We used the agent-based model to test
further the ability of the attraction rule in Eq. 1 to explain exper-
iments. Agents turn in the direction of a randomly chosen neigh-
bor with probability ps (taking values from Fig. 4F), whereas,
with probability 1 — p,, they choose randomly to turn left or right.
As the model was designed to describe the turning dynamics, we
expected that turning properties would correspond well to exper-
iments (Fig. S84 and B).

We also expected that agents would come together, and more
so the higher the value of p,. It is less obvious that the model can
give a quantitative description of aggregation properties, as these
could depend on other factors apart from the turning properties.
However, the match between simulations and experiments was
found to be quantitative for the most likely distance between two
fish (Fig. 54), their mean distance (Fig. S8C), the distributions
of distances (Fig. S8D), and the relative positions (Fig. SSE).

We also tested for the formation of groups of different sizes,
defined by how many animals are together at a distance, say, of
less than 6 BL. Simulations predicted, for example, that it is only
from 18 dpf that the most common group configuration in exper-
iments with four animals should be groups of 4 (Fig. 5B, Top),
and this is also seen in experiments (Fig. 5B, Bottom).
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Fig. 4. Attraction rule from developmental data. (A) Diagram of model
in which individuals spend a proportion of time ps in interactions consist-
ing in turning toward one animal chosen at random and time 1 — ps not
interacting. Probability of moving to the side with Ny animals is then Eq. 1.
(B) Relationship between the probability of turning to the side of 1 animal
in a configuration (1:2), P(1|1 : 2), and the probability of turning to the
side of no animals in a configuration (0:3), P(0|0 : 3). Blue dots indicate
experimental data, with numbers indicating age in dpf. Red line indicates
theoretical line in Eq. 2. (C) Relationship between turning to the side of no
animals in experiments with two and four fish, P(0]0 : 1) vs. P(0]0 : 3). Blue
dots indicate experimental data, with numbers indicating age in dpf. Blue
line indicates theoretical line in Eq. 3. (D) Probability of turning to side with
three, four, five, and six animals in a group of seven animals for days 7, 11,
and 15. (E) Probability that the side chosen by an animal corresponds to the
closest, intermediate, or farthest neighbor. (F) Parameter ps as extracted
fromthe data (dots) and fit to an exponential (line). (G) Probabilities
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Finally, we used simulations to test interaction models more
complex than Eq. 1. We had seen in the data that attraction
depends on distance to another fish for a distance less than 2.5
BL (Fig. S64), but we ignored it in our analysis using Eq. 1. A sec-
ond feature seen in experiments is some repulsion from behind
the focal animal (Fig. S4B), and, again, this was ignored in our
analysis using Eq. 1. Simulations including these two additional
features gave results very similar to those of the simpler version
(Fig. S9).

Discussion

Attraction among zebrafish was found to start at 7 dpf; by 9 dpf,
they are likely found close to each other, and, by 2 weeks, they
swim in groups.

We used this dataset of development of interactions to test
the parameter-free predictions of a model according to which
animals spend part of the time in interactions with conspecifics by
turning toward an animal chosen at random. The interaction rule
makes each animal likely initiate motion toward a high density of
animals.

We also found that our proposed rule corresponds well to
adult behavior in our freely moving experiments (Fig. S7), even
better than a rule we had previously obtained specifically for
adult zebrafish (Fig. S5J). We thus suggest that our rule may be
relevant in other species.

An important element of our rule in Eq. 1 is that each animal
is not interacting at all times. The only parameter of our rule is
ps, Which measures the probability of interaction. At 6—7 dpf,
the p value is very close to zero (Fig. 4F), and this translates into
animals spending most of their time doing something different
than interacting with other animals. The value of p, increases
exponentially until 24 dpf to a value of 0.47, similar to the adult
value of 0.54. These values of p, correspond to animals interact-
ing with a probability close to 0.5, avoiding lumping without the
need for a strong repulsion. In fact, most changes during devel-
opment can be explained simply by an increase in the amount of
time spent in interactions (Fig. 4F). Adding two extra features
seen in the experiments, a reduced attraction at <2.5 BL and
a weak repulsion from behind at early stages, gives results very
similar to those of the simpler rule alone.

Our rule bears some resemblance to rules from the selfish herd
hypothesis (15) used to explain tight group formations in the
presence of a predator at an unknown location (35-40). Hamil-
ton considered moving to the center of mass of the two closest
neighbors as the ideal rule and moving to the closest neighbor as
a simpler rule. These two rules make animals lump together, but
adding to them a probability to interact lower than 1, as we did
for Eq. 1, avoids lumping and brings the modified rule closer to
our data. We have tested these two rules and six other variants,
and found a worse correspondence than with our proposed rule
(Fig. S5). Nevertheless, the ideal rule of Hamilton corresponded
well with our data for the relationship between turning probabil-
ities (Fig. SS5F, columns 1 and 2). The turning probabilities them-
selves are, however, more nonlinear than the experimental ones
(Fig. SSF, column 3). This rule also favors the two closest neigh-
bors more than seen in the experiments (Fig. S5F, column 4).

Our results suggest that collective behavior may be driven by
an attention-like mechanism by which each individual in a group
selects one out the many images of conspecifics. As we found
attraction early in development, one could take advantage of the
high transparency of zebrafish larvae to perform image process-
ing of social information in neuronal circuits (41-43). A natu-
ral extension of attention mechanisms to more complex rules of
interaction in other contexts or species is to consider biases in

P(1]1 : 0), P(3|3 : 0), and P(2|2 : 1) during development. Lines are Eqgs. 4
and 5.
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Fig. 5. Aggregation from agent-based simulations. (A) Most likely distance
or mode between pairs of agents at ages 6 dpf to 24 dpf (blue), N = 8 pairs per
day. Data are mean, and error bars are SEM. (B) For 4 individuals, probability
of finding groups of one, two, three, or four individuals at less than 6 BL, for
simulations and experiments. See Methods for details of simulations.

attention by a variety of properties of the other animals, includ-
ing their distance, speed, direction of movement, or body posture.

Methods

Trajectories of individuals in groups for the 549 videos and analysis routines
named as idSocial package can be obtained from www.idtracker.es/idsocial.

Housing and Maintenance. We used wild-type zebrafish from ZF Biolabs and
the AB strain. Animals were kept in Petri dishes of 15 cm diameter inside an
incubator with a 14/10 light-dark cycle until 5 dpf at 27.5 °C. Larvae were
given powder food (sera micron) three times a day once they had started
foraging. Excess food and debris were removed twice a day, and one third
of the water was replaced with fresh system water. At 5 dpf, zebrafish lar-
vae were transferred to the experimental setup (Fig. S1A) consisting of an
external tank of dimensions 95 x 135 x 30 cm containing 180 L of system
water at 27.5 °C, filtered and heated by an external filter system (Fluval
406, Teco TR 5). This external tank contained two 12 x 12 x 30 cm hold-
ing tanks, submerged up to 2/3 of their height in the water of the external
tank to keep temperature constant. A weak flow of fresh water was deliv-
ered from the external tank. Each holding tank had approximately 100 lar-
vae. During the experiments, only larvae from the same holding tank were
grouped together. Water temperature and light-dark cycle were kept the
same as in the incubator. The feeding protocol stayed the same as in the
incubator until 12 dpf, when, for the midday feeding, the powder food was
replaced by live artemia. Adults were transferred to the experimental setup
48 h before starting the experiments. They were kept in two 25 x 10 x
15 c¢m holding tanks, each holding 25 fish. They were fed dry food three
times a day. All other conditions were the same as for larvae.

Recording Conditions. Videos were recorded with a Basler 622f camera and
a Zeiss 16-mm objective. We used a watch glass as experimental arena, as
animals spend less time in its borders compared with a Petri dish. It was
placed at the center of a transparent Plexiglas board, which was submerged
enough to cover the watch glass from below to keep the temperature con-
stant and to reduce reflections at the air-glass boundary. Before each new
trial, the watch glass was taken out of the setup and cleaned. It was then
filled with a small volume of system water, and animals were transferred to
it from holding tanks. BL of all larvae in the arena was determined using a
custom-made script (www.idtracker.es/idsocial) to manually select snout and
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tail of each animal. Another custom script used the mean BL to plot a circle
of radius 9 to 10 BL on the live camera image to mark the desired borders
of the arena, and system water was added to this target. The height of the
camera was then adjusted until the arena covered the whole image, result-
ing in a BL of ~50 pixels for each animal. The homogeneity of the illumi-
nation was checked using a custom-made script (www.idtracker.es/idsocial),
which simulated the background/foreground segmentation of idTracker
(34) to guarantee tracking quality. We then recorded a 20-min video for
each trial. For adults, we used a custom-made acrylic arena in the shape
of a watch glass with diameter 75 cm and maximum depth of 6.5 cm.
Experimental protocol was as for larvae.

Computation of Trajectories. The output of idTracker (14) is the center of
mass of each animal for each frame. S/ Text and Fig. S10 give the procedure
for trajectory smoothing by a moving average. The velocity vector of an indi-
vidual in frame t is then calculated from its smoothed trajectory as the dif-
ference between its x-y coordinate in frame t and frame t — 1, V(t) oc [x(t +
1), y(t+1)] — [x(t), y(t)], and acceleration is calculated as a(t) oc V(t+1) — V(t).
Using distance, relative distance, and these velocity and acceleration vectors,
the toolbox idSocial (downloadable from www.idtracker.es/idsocial) gives a
variety of methods to study interactions, including those used in this paper
(Fig. S11).

Control Randomized Data. Control data are obtained by randomization of
the original data. For any video of two animals with N frames, we paired
the position of fish 1 in each frame t;, x;(t;), with the position of fish 2
in a random frame t,,nq ; Separated from t; by at least 16, 000 frames to
avoid any correlations, xa(t;ang, /) From the video with N frames, we then get
the N pairs [xq(t;), X2(tang, i)]- Repeating this 20 times with different random
numbers and also for fish 2 instead of fish 1, we get 40 versions of the N
pairs [x1(t;), X2(t;ang, )], €quivalent to having 40 control randomized videos
per experimental video.

For control randomized data in the study of acceleration of the focal,
ai(t;), depending on position of the second fish, we used analogous
procedure to obtain the pairs [a1(t;), X2(tand, 1)]-

Significance Tests. Significance is then obtained as the probability that the
control randomized data give the experimental result. Using the procedure
to build control randomized data, if, for a given age, we have M videos,
we then obtain 40 x M control videos. We illustrate in the following how
to use these control videos for a significance analysis of the mean distance
between two fish at a given age. For each of the M experimental videos of
fish pairs taken at that age (say M = 10), we obtain a mean distance, giving
10 values of mean distance, whose mean is dey,. From the 400 control videos,
we extract 400 mean distance values. We then draw 10 random values from
these 400 and compute their mean, d. This is repeated 10, 000 times, giv-
ing 10, 000 values of d and we compute the P value as the proportion of
these 10, 000 with values equal to or smaller than the experimental value,
P(d < deg).

For probability maps, we run an analogous procedure, but using 1, 000
repetitions for each bin of the map.

Parameter-Free Relationship Between Pairs of Configurations. Eq. 1 implies a
parameter-free relationship between any pair of asymmetric configurations
(N1 H Nz with N1 75 N2 and N‘| H N‘| with 1\71 7£ Nz) as

1 (N1 — No)(N; + )

P(N7|Nq : Np) = = 4+ — "2 10 72)
1N N2 = 2 N T NNy — )

Egs. 2 and 3 are two particular cases of this expression.

(P(N1 ‘I\71 1 Ny) — %) . [6]

Calculation of the Mode. We used kernel density estimation with an
Epanechnikov kernel and a bandwidth of two BL to obtain smooth con-
tinuous distributions from which the value with maximum probability was
calculated.

Agent-Based Model. The movement of N agents is simulated by fixing a set
of rules for the interaction among them and with the borders of the arena.
Agents move at constant speed and turn a fixed angle in the direction of
a randomly chosen neighbor with probability ps, whereas, with probabil-
ity 1 — ps, they choose randomly to turn left or right. The correspondence
between the value ps; and day of development is as in the data from Fig. 4F.
Fig. S5 uses alternative interaction rules. For the nonsocial part of the model,
we used as constant speed the mean experimental speed (Fig. S6B), the turn-
ing at a relevant experimental value (Fig. S6C), and interactions with the
borders of arena mimicking experimental ones (S/ Text).
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