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We have developed a set of graph theory-based tools, which we call Comparative Analysis of Protein Domain
Organization (CADQ), to survey and compare protein domain organizations of different organisms. In the language
of CADQ, the organization of protein domains in a given organism is shown as a domain graph in which protein
domains are represented as vertices, and domain combinations, defined as instances of two domains found in one
protein, are represented as edges. CADO provides a new way to analyze and compare whole proteomes, including
identifying the consensus and difference of domain organization between organisms. CADO was used to analyze and
compare >50 bacterial, archaeal, and eukaryotic genomes. Examples and overviews presented here include the
analysis of the modularity of domain graphs and the functional study of domains based on the graph topology. We
also report on the results of comparing domain graphs of two organisms, Pyrococcus horikoshii (an extremophile) and
Haemophilus influenzae (a parasite with reduced genome) with other organisms. Our comparison provides new insights
into the genome organization of these organisms. Finally, we report on the specific domain combinations
characterizing the three kingdoms of life, and the kingdom “signature” domain organizations derived from those

specific domain combinations.

[Supplemental material is available online at www.genome.org and http:/ /ffas.ljcrf.edu/DomainGraph.]

With complete genomes of >100 organisms already known and
hundreds of genomes in the final stages of assembly, there is less
and less excitement associated with the completion of yet an-
other genome. Genomic projects, to some extent, are victims of
their own success—the pace of sequencing is outstripping our
ability to analyze and comprehend all the new information. We
lack the right tools, and perhaps even the right paradigm, to fully
understand the wealth of information contained in even the
smallest genome. Most genome analyses do not go much beyond
presenting simple statistics, overview of existing pathways, and
perhaps some examples of novel or conspicuously missing ele-
ments (Frishman et al. 2003). New ideas for genome description,
however, are emerging, and they are often based on tools and
techniques developed in other scientific fields that routinely deal
with analysis of large and complex systems. These descriptions
offer new insights into our understanding of organisms (Galperin
and Koonin 2000; Jeong et al. 2001). In this spirit, we present
here a series of analyses and comparisons between genomes
based on a graph theory description of relations between do-
mains in proteins.

Domain fusion/shuffling is one of the most important
events in the evolution of modern proteins (Patthy 1999;
Kriventseva et al. 2003). The majority of proteins, especially in
high organisms, are built from multiple domains (modules) that
can be found in various contexts in different proteins. Such do-
mains usually form stable three-dimensional structures even if
excised from a complete protein, and perform the same or similar
molecular functions as parts of the protein. Databases of domains
and associated tools for efficient recognition of domains in new
proteins have been developed, including Pfam (Bateman et al.
2002), SMART (Schultz et al. 1998), PRODOM (Servant et al.
2002), CDD (Marchler-Bauer et al. 2003), INTERPRO (Mulder et
al. 2003), DALI (Holm and Sander 1998), CATH (Orengo et al.
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1997), and SCOP (Murzin et al. 1995). Supported by these data-
bases, domain architectures in proteins (Bashton and Chothia
2002) and statistics of domain combinations (Apic et al. 2001)
have been extensively analyzed.

Several applications of domain combination analysis, devel-
oped in the past few years, followed the realization that if two
domains can be found in one protein their functions must some-
how be related. For example, Bork et al. investigated the co-
occurrence of domain families in eukaryotic proteins to predict
protein cellular localization (Mott et al. 2002). The more popular
approaches, however, were to explore the link between domain
fusion and protein interactions (Enright et al. 1999; Marcotte et
al. 1999b). Initial results were very encouraging, but the very
high number of false predictions indicates that such interpreta-
tion of the co-occurrence of the two domains in the same protein
might be too narrow; the relationship between two proteins can
often be conceptual, such as catalyzing two different steps in the
same reaction (Marcotte et al. 1999b) rather then physical. Tools
have also been developed to characterize functions of large pro-
teins by integrating the functions of domains present in these
proteins (Enright et al. 1999; Marcotte et al. 1999a,b; Enright and
Ouzounis 2001).

Graph theory-based methods have been developed to study
the global properties of domain graphs (Wuchty 2001) and other
biological networks including protein interaction networks (Snel
et al. 2002), metabolic networks (Ravasz et al. 2002) and tran-
scriptional regulation networks (Guelzim et al. 2002; Shen-Orr et
al. 2002). These studies focused on the global analysis of biologi-
cal networks to elucidate their general characteristics such as
scale-free character (Jeong et al. 2000; Wuchty 2001) and modu-
larity (Ravasz et al. 2002; Shen-Orr et al. 2002; Snel et al. 2002).
Very few methods have been developed to compare biological
networks across different organisms and to analyze them in de-
tail. One of the exceptions was the comparison, using the net-
work alignment, of protein interaction networks of Saccharomy-
ces cerevisiae and Helicobacter pylori to extract the conserved path-
ways between the two organisms (Kelley et al. 2003).
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In the work presented here, we do not insist on any single
interpretation of domain fusion. We believe that whatever the
reasons are for two or more domains being fused into one pro-
tein, analysis of such fusions in the global picture of a genome
domain graph may provide new insights into the function of
specific domains, and into comparisons between organisms. At
the same time, we do not limit the analysis to the global prop-
erties of domain graphs. Instead, we focus on detailed structures
of domain graphs, the modularity, connectivity, and internal
structure of the domain graph, which are applied to the func-
tional study of protein domains. It should also be noted that the
term “domain graph” in this paper describes the domain organi-
zation of proteins; this term is also used in the literature to de-
note a different type of relationship between proteins based on
the structural similarity of domains (Dokholyan et al. 2002; Hou
et al. 2003; Shakhnovich et al. 2003).

The set of tools developed here, Comparative Analysis of
Protein Domain Organization (CADO), has three major func-
tions: (1) Provide a global view of domain organization in an
entire genome. (2) Discover clusters of domains by domain clus-
tering. (3) Compare domain graphs between genomes. These
tools have been applied to survey and compare the domain graphs
of 53 organisms. Among the questions we studied are the modu-
larity of domain graphs and the functional homogeneity of the
domains in a cluster, and the commonalities and differences of
various organisms and kingdoms in terms of domain organization.

RESULTS
Domain Graphs in a Single Genome

General Properties of Organism Domain Graphs
Domain graphs as described here are similar to the domain
graphs discussed in previous works (Wuchty 2001). The general
observations made previously are confirmed in this study, de-
spite some differences in methodology and the significant
growth of domain libraries. Our calculations confirm that do-
main graphs are composed of a giant component and some small
“islands” of domains (Newman et al. 2001), they are scale-free as
characterized by a power-law distribution of domain connections
(Jeong et al. 2000), and they show modularity as characterized by
a high clustering coefficient (Wagner and Fell

2001; see Methods). 9000

important for the evolution of complexity (Holland 1999). These
events, however, do not significantly change the number of do-
mains and domain combinations.

Modularity of Domain Graphs and Functional Homogeneity

of Domain Clusters

Domain graphs have higher modularity (see Methods) than ran-
dom scale-free graphs, with an average clustering coefficient
of 0.45 for the giant components and 0.14 for the overall do-
main graphs. This implies that some groups of domains form
almost independent networks, and they connect weakly to the
rest of the domain graph. Based on this observation, domain
graphs can be further dissected into clusters of domains by
clustering domains according to their topological overlap (see
Methods).

In biological networks, clusters in a connected graph are
often used to infer the relationship between its elements. For
example, it has been shown that clusters of genes based on the
genomic association have a homogeneous functional composi-
tion (Snel et al. 2002). To apply the clustering of domain graphs
to the functional study of domains, we need to first prove that
domains clustered together in the domain graph have homoge-
neous functions. It is also important to explore the correlation
between the size of the clusters and their functional homogene-
ity, testing if we can choose proper cluster size in the clustering
procedure for effective functional study of the domains.

Our results (see Fig. 2 and the following discussion) confirm
that (1) the domains that are clustered together in the domain
graph have similar functions; and (2) the clusters have higher
functional homogeneity when the domain graphs are dissected
into smaller clusters. In our study, the functional distance be-
tween domains was defined according to the Gene Ontology
(GO) functional category (Ashburner et al. 2000; see Methods).
We defined the Functional Homogeneity Index (FHI) of the do-
main clusters in a domain graph as the average functional dis-
tance between any two domains (with functional annotation) in
the same cluster (a smaller index means a higher functional ho-
mogeneity). Similarly, we defined the FHI of the domain combi-
nations as the average functional distance between any two di-
rectly connected domains (see Methods) in the domain graph.

The number of domains, the number
of domain combinations, and the size of the
giant component (as measured by the num-
ber of domains it consists of) of each organ-
ism (Supplemental Table) increase with the 6000 -
complexity of the organisms, but very
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(ORFs) in each genome (Fig. 1). As noticed 2 g
many times before, all of the multicellular 3000
eukaryotes have many more domain com-
binations than prokaryotes or single- 2000 -

cellular eukaryotes (represented in our
study by only one representative, yeast),
even though the numbers of domains pres-
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different. This observation corresponds to a S a
well-known characteristic of eukaryotic genomes

proteins that tend to be longer and contain

more domains than archaeal or bacterial
proteins. The rapid increase of the number
of ORFs in these genomes may be the result
of genome and gene duplications that are
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Figure 1 A comparison of the number of ORFs, domains, domain combinations, and size of the
giant component in domain graphs across genomes (see Supplemental Table A for details). The
genomes are separated into archaeal, bacterial, and eukaryotic genomes by two lines; in each
kingdom, the genomes are ranked according to the number of ORFs. The last six eukaryotic
genomes have many more ORFs than the others, and they are not shown in the graph for clarity.
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main graphs at all levels (Fig. 2) are all sig-

nificantly lower than those clusters in a ran-
dom domain graph with the same graph to-
pology but rearranged domains. For

instance, for cluster size 20, the FHI of the
domain clusters in this domain graph is 2.6
with a P-value of 1.8¢ — 27 (using 10,000
simulations). The same calculation was run

for all the domain graphs studied here, in

all cases showing significant functional ho-
mogeneity of domain clusters (see Supple-

mental Table B).

Application of Modularity

functional homogeneity index

in Functional Annotation
The modularity characteristic of a domain
graph and the functional homogeneity of

domain clusters allow us to assign function

/
11 m ‘ —m—domain clusters
‘ —e—domain combinations within the clusters
0.5 | —a—domain combinations between the clusters
0 20 40 60 80 100 120

cluster size

Figure 2 The correlation of functional homogeneity of the domain clusters with the cluster size
in Saccharomyces cerevisiae. The functional homogeneity index (FHI) of domain combinations
within the clusters and the FHI of domain combinations between the clusters are also shown for

comparison. See text for details.

To show the functional homogeneity of domain clusters, we
use S. cerevisiae as an example. In its domain graph, the FHI of all
domain pairs is 4.7, the FHI of connected domain pairs is 4.0, and
the FHI of domain combinations is 1.7, reflecting the fact that
directly connected domains have more similar functions com-
pared with indirectly connected or disconnected domains. The
entire domain graph was divided into clusters at different levels.
For instance, if we chose cluster size 5, the domain graph was
divided into clusters each having no
more than five domains. The functional
homogeneity test reveals that the func-
tional homogeneity of the domain clus-
ters is correlated with the cluster size:
smaller clusters have higher homoge-
neous functions. The small domain clus-
ters have a stronger functional homoge-
neity when compared with the domain
combinations between clusters (i.e., do-
mains in two different clusters; Fig. 2).

For instance, when the cluster size is 5,

—— to uncharacterized domains according to
the function of other domains in the same
cluster. As an example, Figure 3 shows the
clustering result of the giant component of
the domain graph of P. horikoshii. Two al-
most independent clusters were detected.
They were connected by a single domain
combination of ABC_tran and Acetyltranst
(Pfam nomenclature is used for all domains
presented in this paper) as shown in Figure 4. One cluster con-
tains domain Acetyltransf (present in proteins with N-
acetyltransferase functions; Neuwald and Landsman 1997),
TRAM (predicted to be an RNA-binding domain; Anantharaman
et al. 2001), Radical_SAM (found in SAM proteins that cleave
S-adenosylmethionine through an unusual Fe/S center and cata-
lyze diverse reactions; Sofia et al. 2001), B12-binding domain,
and three uncharacterized domains, DUF699, DUF512, and

ferd
ABC_tran
RLI

ABC_membrane
TOBE

ParA

ferd_NifH
POR_N

the FHI of the domain clusters is 1.1,
even smaller than the FHI of all domain
combinations (1.7). Such a result can be
explained by the big difference between
the functional homogeneity of domain
combinations within clusters (FHI 0.70)
and the functional homogeneity of do-
main combinations between clusters
(FHI 2.54). This result illustrates the ad-
vantage of using clusters over single do-
main combinations to study the func-

L]

Transketolase_C

— PUA
PAPS_reduct
TruB_N
Met_10

I: Acetyltransf
DUF699

tion of domains, because some domain
combinations, that is, the domain com-
binations between clusters, do not nec-
essarily imply similar functions (Fig. 2).

The significance of functional ho-
mogeneity of domain clusters was calcu-
lated by a permutation test. The FHIs of
domain clusters in real S. cerevisiae do-

Radical SAM
_[ B12-binding
DUF512

__E TRAM

UPF0004

Figure 3 The clustering of domains from the giant component of genome Pyrococcus horikoshii,
based on topological overlapping. The graph was drawn by TreeView (Page 1996).
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Figure 4 The comparison between the domain graph of Methanopyrus kandleri AV19 (mka) and that
of Pyrococcus horikoshii (pho). Only the largest component of their “combined” domain graph is shown
with the common and specific domain and domain combinations shown in different colors: common
in red, mka-specific in yellow, and pho-specific in green. The edges of weight 1 are shown in dashed
lines; otherwise, the weight is shown along with the edges. See text for details.

UPF0004. We predict the functions of these uncharacterized do-
mains according to their associated domains with known func-
tions. For example, the DUF699 may be involved with N-
acetyltransferase functions, and DUF512 may take part in some
enzymatic reaction involving the Fe/S center. This conclusion is
partly supported by the results of fold recognition and distant ho-
mology recognition: FFAS (Rychlewski et al. 2000) predicts DUF512
to be related to NifB/MoaA Fe-S oxireductase (data not shown).

Domain combinations that connect two domain clusters are
also important, providing unique coupling between otherwise
independent processes. In particular, we concentrated our atten-
tion on unique domain combinations providing the only con-
nection between two clusters of domains, and we call these com-
binations bridges. For instance, the domain combination of
ABC_tran and Acetyltransf in P. horikoshii described above (Figs.
3 and 4) is a bridge in this sense. We can expect that mutations
or deletions in bridge domains would decouple the two networks
represented by the clusters and result in significant phenotypes.
We found 151 domain combinations to be bridges in several
genomes that connect two clusters each having at least three
domains (Supplemental Table C).

Comparing Domain Organizations of
Various Organisms

Comparison of Domain Graphs

Domain graphs of individual organisms were compared with
each other to identify the similarities and differences between
their domain organizations. In the first of the two examples pre-
sented here, the domain graph of P. horikoshii, an extremophile,
was compared with that of Methanopyrus kandleri AV19. The larg-
est component of the combined domain graphs of these two
organisms, with highlighted differences between them, is shown
in Figure 4. Briefly, most differences are found in domain com-
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CCG

binations of fer4 (George et al. 1985)
with other domains, highlighting the
differences in metabolism of these oth-
erwise closely related Archaea. In P. hori-
koshii, a small cluster of domains,
PAPS_reduct, PUA, Met_10, TruB_N, and
TGT, is connected to the core of the gi-
ant component by the domain combina-
tion between fer4 and PAPS_reduct and
the combination between fer4 and PUA.
@ In contrast, in M. kandleri AV19 the do-

main combinations between fer4 with

other domains, such as Radical_SAM,
3 fer2, and CCG generate a more tightly
connected domain graph in this organ-
ism. A possible interpretation of the con-
nection difference is that P. horikoshii, as
an extremophile, uses a much smaller
range of nutrients, thus reducing the need
for coupling the electron-transfer domain
fer4 to a variety of enzymes.

In the second example, the domain
graph of Haemophilus influenzae was
compared with that of Escherichia coli
K12. Both organisms belong to y-proteo-
bacteria, but the former has a much
smaller (reduced) genome (Tatusov et al.
1996). Figure 5 shows a highly connected
graph of domains that are involved with
the bacterial two-component system
(TCS; Hoch 2000; Studholme and Dixon
2003) and the phosphoenolpyruvate-
dependent phosphotransferase system (PTS; Saier and Reizer 1994),
such as domain response_reg, EAL, PAS, PTS_IIB, and PEP-utilizers.
The connectivity clearly reflects the fact that multidomain bacterial
proteins that comprise the constituents of the PTS and TCS have
undergone extensive shuffling during their evolution (Reizer and
Saier 1997). More interestingly, Figure 5 shows H. influenzae has
fewer domains and domain combinations than E. coli, and the dif-
ferences between these two domain graphs are concentrated on the
domains that are involved with the two bacterial regulatory systems
TCS and PTS. TCS has two components: the first component acts as
the sensor, and the second is the response regulator. Many domains
that are involved with both components are missing in H. influen-
zae, including sensor domains (e.g., PAS, EAL, Hpt, BLUF, and
HAMP) and domains in transcriptional regulators (e.g., LytTr and
Autoind_bind). H. influenzae still has some domains involved in
TCS, such as response_reg (an input domain in the response regu-
lator), SigmaS4_activat (a domain in the response regulator that
interacts with o), HAMP (a sensor domain), HisKa (a sensor do-
main), HTH-8 (a DNA-binding domain), and GerE (a DNA-binding
domain). The domain graph of H. influenzae also has fewer domains
and domain combinations involved in the PTS system compared
with E. coli. In contrast, the organization of domains involved in a
wide range of metabolic enzymes that are regulated by amino acid
concentration is very similar between these two organisms, with
domain ACT in the center of one domain cluster that has combi-
nations with many other domains. All the above results show that
H. influenzae has much simplified regulatory systems TCS and PTS
but a similar regulatory system involved with amino acid concen-
tration as compared with E. coli.

transketolase_C

fer2_BFD

Phylogenetic Profiling of Domains and Domain Combinations

Phylogenetic profiling is a simple yet helpful tool for the func-
tional study of domains and their combinations. Similar to tools
used by other groups (Pellegrini et al. 1999), it records the pres-
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Figure 5 The comparison between the domain graph of Haemophilus influenzae (hin) and that of Escherichia coli K12 (eco). Only the largest
component of their “combined” domain graph is shown with the common and specific domain and domain combinations shown in different colors:
common in red, hin-specific in yellow, and eco-specific in green. The edges of weight 1 are shown in dashed lines, others in straight lines. See text for details.

ence or absence of a given domain or domain combination in
various genomes. For instance, once a bridge domain is identi-
fied, phylogenetic profiling can be used to help confirm its pres-
ence/absence in other genomes and hence its overall importance.
Certain domain combinations form bridges between two clusters
of domains in some genomes, whereas in others more connec-
tions are added (type 1), indicating a stronger connection be-
tween the clusters. Our previous example of the domain combi-
nation of ABC_tran with Acetyltransf belongs to this type (Table
1). Domain combinations that form bridges in some of the ge-
nomes, but are completely missing in other genomes, are
grouped into the second type. A typical case is the combination
of domain HD (metal-dependent phosphohydrolases; Aravind
and Koonin 1998) and domain KH (present in a wide variety of
quite diverse nucleic-acid-binding proteins; Musco et al. 1996).
Although both domains are universally distributed in all organ-
isms, their combination is only found in bacteria (10 out of 30;
Table 1). The type 1 and type 2 bridges are reliable because they

are found in several related organisms and their existence con-
firms the relationships between domain clusters. In contrast, the
third type of bridge includes domain combinations that are
found in very few unrelated genomes, indicating that they might
be an artificial result or a random combination that does not
necessarily imply a functional relationship between the con-
nected clusters. An example of this type is the domain combina-
tion between response_reg (response regulator receiver domain;
Pao and Saier 1995) and pyr_redox (a small NADH binding do-
main found in pyridine nucleotide-disulphide oxidoreductase;
Table 1; Mande et al. 1996). This domain combination has only
been found in Streptomyces coelicolor A3(2). Despite both domain
predictions being statistically significant (response_reg with an
E-value of 4.0e — 09 and pyr_redox with an E-value of 1.4e — 28
in protein gi|8347031), this combination is very doubtful because
there is a lack of any functional relationship between these two
domains and because of the incompatible phylogenetic profiles
of both domains (Table 1).
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Table 1.

Phylogenetic Profiles of Selected Domains and Domain Combinations

Phylogenetic profiles across 53 genomes*

Domain/
combination SHEBUBS0Q300000SUHHOUORHSOMNOUSSUMBNEHUGOH 363000 s
HODYOGELTOHIB ROV EQDVNEDHVUNRUHLNCHOOSOEHLEQQOUVEL V3NN
COEEEEELQONONNCCANDHEOS AP VISNEEQUHENES NPTV UAL NTWUH UL
Bridge between ABC_tran and Acetyltransf
ABC_tran e e o e A A A A A A
Acetyltransf S T e ok L L 1 L f L gt
ABC_tran + Acetyltransf & == = hereve ero SR o e e e e o e 0 (e £ ) (7 () £ T ) T ) 5 1 D B 2 ) ) T
Bridge* | ------- - e R e e e e e
Bridge between HD and KD
HD b T I [ g I A SR g
KD N ok b I I e e A R R R R R E o ot S o SE o A ARt
HD+KD = = = |===r=sscrrsrsssranscaacen== e e e
Brideg @ | =====vsccccsmmssssaoa-x=soy B = S S S S e - s
Bridge between response_reg and pyr_redox
response_reg R R R LR R Rk ek e o S A A
pyr_redox B T o e o S A T S S e B I 2 o 2 S S R
response_reg + pyr_redox | - - - - - - - - oo - oo ool T ) o o ey ) ) e e Y i
Bridsg === | ======s=s-csssscessssssssss==s- k= s marsse s m o o s e
A bacterial “signature” domain organization

B3_4 R I L I T N SN SR 1 g
FDX-ACB e A Rk kL b R o L
tRNA_bind R R R R R R R
B5 R s T R s LT T R R A
B3_4+B5 R e b L L R e . . T

B3_4 + FDX-ACB
B3_4 + tRNA_bind
FDX-ACB + tRNA_bind

———————————————— R e A ot S
———————————————— B i e A T e e

~~~~~~~~~~~~~~~~ R R A et b LR
FDX-ACB+B5 | ----=-=-----=-==-- R R R R Lk e e
tRNA bind+B5 | ---------------- g B b o B B bRkt o R = e e 2

*The presence (+) or absence (—) of domains and combinations in archaeal (red), bacterial (blue), and eukaryotic (green) genomes.

&Domain combination.

#Shows whether a domain combination is a bridge (+) or not (—) in the corresponding genomes.

Comparing Domain Organizations of the Kingdoms
Domain graphs of all the genomes studied here were compared
with each other to extract common and specific domains and
domain combinations of each of the kingdoms (Bacteria, Ar-
chaea, and Eukaryota; see Methods). Overall, many more specific
domain combinations were found in eukaryotic genomes (280 in
total) than in bacterial (40) and archaeal (7) genomes. The com-
mon and specific domain combinations were further mapped
onto a “combined” domain graph, composed of all domains and
combinations from all the genomes, to give an overview of the
distribution of specific domains and domain combinations (Fig.
6). The analysis of this domain graph shows that both common
and specific combinations are clustered into components, mak-
ing it possible to derive kingdom “signature” domain organiza-
tions from those components. Selected examples are shown be-
low, and a complete list of common and specific combinations is
given in Supplemental Table D.

Common Domain Organization in All Genomes

Only 13 domain combinations were detected in all the genomes,
but this number increased to 50 when we adopted a weaker defi-
nition (i.e., combinations are found in at least 80% of the organ-
isms). It is a surprisingly small number compared with the size of
the entire domain graph (5236 combinations in total). Most of
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those domain combinations are found in fundamental proteins;
also, some may be artifacts of domain definitions, where Pfam
domain definitions do not correspond to structurally indepen-
dent modules. One cluster of common combinations contains
domains EFG_C, EFG_IV, GTP_EFTU, GTP_EFTU_D2, and
GTP_EFTU_D3, which represent various elongation factors in-
volved in DNA regulation. Another cluster of common combina-
tions contains domains RNA_pol_Rpb1_1, RNA_pol_Rpb1l_2,
RNA_pol_Rpb1_3, RNA_pol_Rpb1_4, RNA_pol_Rpbl_5$,
RNA_pol_Rpb2_6, and RNA_pol Rpb2_7, which are found in
RNA polymerase Rpb1 and RNA polymerase Rpb2.

Eukaryotic “Signature” Domain Organizations
We found 280 specific combinations that were further divided
into several components in eukaryotic genomes. Those compo-
nents can be treated as the eukaryotic “signature” domain orga-
nizations. The largest eukaryotic signature domain organization
contains 114 domains and 141 combinations (see Fig. 7). It is
further divided into three clusters, based on the functional an-
notations of the domains in the component and the inspection
of the domain graph.

One cluster (middle in Fig. 7) is related to ubiquitination
(Hershko et al. 2000; Jones et al. 2002). It contains domain ubig-
uitin, UCH (found in ubiquitin C-terminal hydrolases), UBA
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Figure 6 The specific domains and combinations in the domain graph. Archaeal-specific domains and combinations are shown in yellow, bacterial-
specific in blue, and eukaryotic-specific in green. The common domains and combinations in all genomes are shown in red. The remaining domains and

combinations are shown in gray.

(found in several proteins having connections to ubiquitin and
the ubiquitination pathway), MATH (found in ubiquitin C-
terminal hydrolases), and zf-UBP (which displays some similari-
ties with the Zn-binding domain of the insulinase family and is
found only in a small subfamily of ubiquitin C-terminal hydro-
lases). Although the phylogenetic profiles of these domains show
they are eukaryotic-specific accompanied by a rare presence in
prokaryotic genomes except for the universally distributed do-
main UBA, all the domain combinations in this cluster are eu-
karyotic-specific. It is well known that the ubiquitin-conjugation
system is responsible for regulating the rates of turnover of a wide
variety of regulatory proteins in eukaryotes (Hershko et al. 2000;
Jones et al. 2002).

The domains in the second cluster are mostly related to
DNA-binding activity and RNA-binding activity, both of which
are involved in various functions including transcriptional regu-
lation, alternative splicing, DNA-repair, and the like (bottom in
Fig. 7). This cluster is a network of zinc fingers (Evans and Hol-
lenberg 1988). Variant zinc fingers are found in this cluster, in-

cluding the classical zinc-finger domain zf-C2H2, zf-C3HC4,
PHD domain (found in nuclear proteins involved in chromatin-
mediated transcriptional regulation; Aasland et al. 19935), zf-
CCCH (found in proteins from eukaryotes involved in cell cycle
or growth phase-related regulation; Carballo et al. 1998), zf-
CCHC (mostly from retroviral gag proteins; Katz and Jentoft
1989), zt-RanBP (found in Ran-binding proteins and others; Ya-
seen and Blobel 1999), zf-CSHC2 (predicted zinc finger with
eight potential zinc-ligand-binding residues), U-box (related to
the zf-C3HC4 but lacks the zinc-binding residues; Aravind and
Koonin 2000), zf-TAZ (TAZ zinc finger of CBP; Ponting et al.
1996), and GATA (GATA zinc finger, found in GATA transcriptor
factors). The zinc fingers (e.g., PHD, zf-CCHC, and z{-C3HC4),
along with other highly connected domains, such as helicase_C
(helicase conserved C-terminal domain), rrm (found in a variety
of RNA-binding proteins; Birney et al. 1993), SNE2-N (found in pro-
teins involved in a variety of processes including transcription regula-
tion, DNA repair, DNA recombinations), and myb_DNA-binding
(found in Myb proteins), determine the topology of this cluster.
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( Palat'u} )

evidence indicates that the ubiquitin
system is involved with transcriptional
regulation, although ubiquitin-
mediated proteolysis and gene transcrip-
tion are seemingly not related to each
other (Muratani and Tansey 2003). Our
domain graph analysis provides a new
proof of the connection between these
two systems. In the domain graph, do-
main zf-C3HC4 links the cluster of do-
mains associated with ubiquitin and the
cluster of domains associated with the
DNA/RNA-binding function, which in-
dicates that zf-C3HC4 may be involved
with both the DNA-binding and pro-
tein-protein interaction functions.

Bacterial Signature Domain Organizations
We found 40 bacterial-specific domain

combinations divided into several com-
ponents, which could be treated as bac-
terial signature domain organizations.
The first component contains four do-
mains. Three of them (DNA_ligase N,
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Figure 7 The largest eukaryotic “signature” domain organization. The graph was drawn manually

for clarity based on a graphviz layout. See text for details.

We grouped the remaining domains in the third cluster (top
in Fig. 7). Three highly connected domains, PH, pkinase, and
ank, determine the topology of this cluster. This cluster might be
involved in several different functions because the ank domain oc-
curs in many functionally diverse proteins mainly from eukaryotes,
and the PH domain occurs in a wide range of proteins involved in
intracellular signaling or as constituents of the cytoskeleton.

The domain zf-C3HC4, a RING-finger domain of 40 to 60
residues (Borden and Freemont 1996), and its combinations are
studied here because of their important roles in connecting two
clusters in the largest eukaryotic signature domain organization
(Fig. 7). Until now, the exact molecular function of the RING-
finger domain was unknown. Although several groups have sug-
gested that RING-containing proteins are directly involved in
specific DNA binding because of the presence of the RING finger
(Lovering et al. 1993; Kanno et al. 1995), there is no convincing
evidence supporting the contention that the RING finger is a
nucleic-acid-binding domain. Instead, evidence has shown that
the RING finger might be involved with protein-protein interac-
tions and in some cases in multiprotein complexes (Saurin et al.
1996; Joazeiro et al. 1999). On the other hand, a growing body of

350 Genome Research
www.genome.org

DNA_ligase_OB, and DNA_ligase_ZBD)
are found in NAD-dependent DNA li-
gases, which catalyze the crucial step of
joining the breaks in duplex DNA during
DNA replication, repair, and recombina-
tion. The fourth domain, BRCT, is found
: predominantly in proteins involved in
“Trve)  cell cycle checkpoint functions respon-
sive to DNA damage (Bork et al. 1997).
All four domains are necessary for the
NAD-dependent DNA ligases, which are
bacterial-specific with one exception in
the eukaryotic virus Amsacta moorei en-
tomopoxvirus (AmEPV), the first example
of an NAD* ligase from a source other
than bacteria (Sriskanda et al. 2001). An-
other component is composed of four
domains, B3_4 and BS (found in tRNA
synthetase B-subunits), FDX-ACB (anti-
codon binding domain, found in some
phenylalanyl tRNA synthetases), and
tRNA_bind. Although those domains are found in most organ-
isms, their combinations are bacterial-specific except for the
combination between domains B3_4 and BS (Table 1), reflecting
that specific domain combinations can be built from common do-
mains (Apic et al. 2001).

DISCUSSION

In this study, we have described a set of graph theory tools that
can be used for characterizing domain graphs as well as compar-
ing them among different organisms. By studying the topology
of graph domains, we can derive important clues to the func-
tional roles of domains and their combinations. Graph analysis
can identify domain organization features, such as clusters or
bridges, which are not available from a standard type of analysis
provided by a list of domain combinations. One example, show-
ing the central role of the zf_ C3HC4 domain was discussed here
in detail; many more examples can be found at the CADO Web
site. By comparing domain graphs of several genomes using
CADO, we identified not only universal but also kingdom-
specific combinations. These combinations provide important
clues to domain functions and relations between organisms.



Comparative Analysis of Protein Domain Organization

Certainly, the specificity study of A

domain organizations is not limited to
the three kingdoms. We can compare ] a

any arbitrary set of organisms with oth-  Proteins

ers or even search for groups of organ-
isms that share some specific domain

combinations. We identified the do-
mains and combinations specific for
only two kingdoms, or, in other words,
specifically missing in the other one. For
example, domains PCRF and RF-1
(found in peptide chain release factors)
are specific for bacterial and eukaryotic (B
but not archaeal genomes, whereas do-
mains eRF1_1, eRF1_2, and eRF1_3
(found in release factor eRF1) are specific
for archaeal and eukaryotic but not bac-
terial genomes, although they are all in-
volved with the ubiquitous process of
protein biosynthesis. Such specific do-
mains and combinations might provide
additional clues to the study of the relationships between specific
pathways in each of the three kingdoms. Other useful tests might
be to compare the hyperthermophilic organisms with the other
organisms to identify their specific domain organizations, or to
compare the pathogenic organisms with nonpathogenic ones to
extract domain organizations possibly related to virulence.

As discussed above, domain graphs analyze one specific
type of functional coupling of domains—their fusion into one
protein. We can easily imagine that other mechanisms, such
as coregulation or cocompartmentalization, may play a
similar functional role, but would be missed in the domain
graph language. Yet the fact that some organisms chose this
particular way of coupling of the two domains tells us about
the functional relation between the domains and about the simi-
larity between regulatory mechanisms for a given process in two
(or more) organisms. CADO, applied here to analyze domain
graphs, provides a general framework for dissecting, as well as com-
paring large networks. It can also be applied to biological networks
other than domain graphs, or even to nonbiological networks.

The real challenge, however, of describing the functional
relations between proteins in a genome comes from its mul-
tidimensional nature—one can imagine that several other
types of relations between proteins can also be defined and
described in a similar language. Although there are some pio-
neering works, such as the inference of a complete pro-
tein—protein interaction network of organisms by combining
both experimental and computational results (Jeong et al.
2001), it is both a challenging and a very interesting problem
to rebuild a complete picture of genome regulations from several
types of partial networks or from different information sources.

METHODS

Domain Graph

A “domain graph” is defined as an undirected graph consisting of
all domains (vertices) present in a given protein data set (Wuchty
2001). We link two vertices with an edge if and only if both
domains are present in at least one protein (domain combina-
tion). For example, one protein containing three domains forms
a triangle in the domain graph (Fig. 8A). The “degree” of a vertex
is defined as the number of its “nearest neighbors” (i.e., the ver-
tices that have direct connection to this vertex). The “weight” of
an edge is defined as the number of proteins containing both
domains connected by the edge. The “shortest path” between
vertices is computed by the Floyd shortest path algorithm
(Minieka 1978). Two domains are “disconnected” if their shortest

Domain graph

l
0 L

©

Figure 8 (A) A schematic demonstration of the construction of a domain graph. Four domains (a, b,
¢, and d) are present in two given proteins. As a result, a domain graph with four vertices and four
edges is formed. The vertices represent the domains with the same color. (B) The process of Com-
parative Analysis of Protein Domain Organization (CADO). Two domain graphs are shown in blue and
pink (top) and their common organization is shown in brown in the bottom.

path in the domain network is infinite; otherwise they are con-
nected, either “directly connected” (i.e., domain combination) or
“indirectly connected” (there is a path between two domains). A
domain graph is partitioned into connected components
(Minieka 1978). As is typical in scale free graphs, we found that a
majority of domains in any given genome form a single compo-
nent that is much bigger than the others in a domain graph. We
call this component the “giant component” of a domain graph
and the others “islands.” A domain combination (an edge in the
domain graph) is called a “linker” if it connects two relatively
independent domain clusters. We say that a linker forms a
“bridge” when it is the only connection between clusters (single
cut-edge).

A graph has a “scale-free” topology if its degree distribution
decays as a power law, P(k) ~ K™Y (Jeong et al. 2000). A distin-
guishing feature of scale-free graphs is the existence of a few
highly connected vertices. A graph has “modularity” if it is or-
ganized into many small but highly connected clusters (Wagner
and Fell 2001). The clustering coefficient for a vertex i is defined
as C; = 2n/ki(k; — 1), where k; is the number of vertex i nearest
neighbors and n represents the number of direct links connecting
the k; nearest neighbors of vertex i. C; averaged over all domains
of a domain graph is a measure of the graph’s potential modu-
larity.

Domain Graph Dissection

The domain graph can be further dissected into smaller clusters
to obtain a more detailed view of the domain organizations and
its internal structure. “Average-linkage clustering” (Ravasz et al.
2002) was used to dissect the domain graphs. First, the similarity
of two domains is defined as their “topological overlap.” The
topological overlap of two domains i and j is defined as O(i,
) = I.G, DIk; + k;)/2], where ],(i, j) denotes the number of verti-
ces to which both i and j are linked (+1 if there is an edge between
i and j). Our definition is slightly different from that used in one
previous paper (Ravasz et al. 2002): the ], (i, j) is divided by the
average of the nearest neighbors of vertices i and j instead of their
minimal. In the case of domain organizations, it appears im-
proper to treat two domains topologically equal if one domain
has three nearest neighbors and the other domain has 100 near-
est neighbors, even though these two domains share the same
three nearest neighbors. With the topological overlap matrix of
the domains in a genome, an average-linkage clustering is per-
formed to divide the domains into clusters, which can be further
analyzed for the functional study of domains.

Comparative Analysis of Domain Organization (CADO)

Comparisons of domain organizations across different genomes
were done by comparing their corresponding domain graphs, as
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Figure 8B shows. Given a set of domain graphs, we defined the
common domain combinations as edges that are present in all
the domain graphs in the set; the specific domain combinations
of a given set of domain graphs as the edges that are present in all
the domain graphs from this set but absent in all other domain
graphs. We allowed a certain degree of flexibility in the defini-
tion of specific combinations to take into account those occa-
sions when domains were not predicted completely because of
the defects of the prediction programs. Combinations found in
most (i.e., >80%) of the domain graphs of one set but absent in
most (i.e., >80%) of the remaining domain graphs were consid-
ered as specific combinations. The specific combinations were
further studied in the context of their relationship with other
domains in the domain graph. This process is called Comparative
Analysis of Protein Domain Organization (CADO), which is
implemented with C++ under Linux. The domain graphs were
drawn with the graphviz package (http://www.graphviz.org).

Domain Assignment

We used Pfam version 7.8 (including 5049 domains; Bateman et
al. 2002) and a domain recognition package hmmer-2.2g to pre-
dict domains. To guarantee that the predicted domains used in
CADO are significant, we used the two-level score cutoff system
of Pfam to evaluate the hits, that is, only hits with an E-value of
<0.05 and a score better than the curated cutoffs were kept. We
combined searching results of local alignment and global align-
ment. A post process was applied to remove the predicted domains
of a protein overlapped with the domains of higher reliability.

Functional Similarity Between Domains

The functional similarity between two domains was defined ac-
cording to GO, whose terms are organized in directed acyclic
graphs (DAGs; Ashburner et al. 2000). The GO database and the
GO annotation of Pfam domains were downloaded from the GO
Web site (http://www.geneontology.org/). We used the path dis-
tances between GO terms as the similarity measurement of GO
terms. As one Pfam domain can be assigned to multiple GO
terms, we defined the functional distance between two Pfam do-
mains as the minimum of the distances between the GO terms
that are associated with the Pfam domains.

Genome Data

The present analysis covered 53 genomes in total, including 16
archaeal, 30 bacterial, and seven eukaryotic genomes. All of the
proteomes were downloaded from the NCBI GenBank database
(ftp://ftp.ncbi.nlm.gov), except the Takifugu rubripes proteome
was downloaded from http://genome.jgi-psf.org/fugu6/
fugu6.download.ftp.html and the Ciona intestinalis proteome was
downloaded from http://genome.jgi-psf.org/ciona4/
ciona4.download.ftp.html. The genomes and their codes are 16
archaeal genomes, Archaeoglobus fulgidus (afu), Halobacterium sp.
NRC-1 (hal), Methanocaldococcus jannaschii (mja), Methanopyrus
kandleri str. AV19 (mka), Methanosarcina acetivorans str. C2A
(mac), Methanosarcina mazei (mma), Methanobacterium thermoau-
totrophicum (mth), Thermoplasma acidophilum (tac), Thermo-
plasma volcanium (tvo), Pyrococcus abyssi (pab), Pyrococcus furiosus
(pfu), Pyrococcus horikoshii (pho), Pyrobaculum aerophilum (pae),
Sulfolobus solfataricus (sso), Sulfolobus tokodaii (sto), Aeropyrum
pernix (ape), and Agrobacterium tumefaciens str. C58 (atu); 30 bac-
terial genomes, Brucella melitensis (bme), Rickettsia prowazekii
(rpr), Caulobacter crescentus (ccr), Ralstonia solanacearum (rso),
Neisseria meningitides (mme), Escherichia coli K12 (eco), Haemophi-
lus influenzae (hin), Pseudomonas aeruginosa (per), Vibrio cholerae
(vch), Campylobacter jejuni (cje), Helicobacter pylori 26695 (hpy),
Streptomyces coelicolor A3(2) (sco), Mycobacterium leprae (mle), My-
cobacterium tuberculosis H37Rv (mtu), Bacillus subtilis (bsu), Clos-
tridium acetobutylicum (cac), Lactococcus lactis subsp. Lactis (lla),
Mycoplasma pulmonis (mpu), Streptococcus pyogenes (spy), Myco-
plasma pneumoniae (mpn), Ureaplasma urealyticum (uur), Synecho-
cystis sp. PCC 6803 (spc), Thermotoga maritime (tma), Deinococcus
radiodurans (dra), Chlamydia trachomatis (ctr), Chlamydia murida-
rum (cmu), Chlamydophila pneumoniae CWL029 (cpn), Borrelia
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burgdorferi (bbu), and Treponema pallidum (tpa); seven eukaryotic
genomes, Saccharomyces cerevisiae (sce), Drosophila melanogaster
(dme), Arabidopsis thaliana (ath), Caenorhabditis elegans (cel), Fugu
rubripes (fug), Ciona intestinalis (csa), and Homo sapiens (hsa).
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