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Polyphosphate (polyP) granule biogenesis is an ancient and
ubiquitous starvation response in bacteria. Although the ability
to make polyP is important for survival during quiescence and
resistance to diverse environmental stresses, granule genesis is
poorly understood. Using quantitative microscopy at high spatial
and temporal resolution, we show that granule genesis in Pseu-
domonas aeruginosa is tightly organized under nitrogen starvation.
Following nucleation as many microgranules throughout the nucle-
oid, polyP granules consolidate and become transiently spatially or-
ganized during cell cycle exit. Between 1 and 3 h after nitrogen
starvation, a minority of cells have divided, yet the total granule
number per cell decreases, total granule volume per cell dramatically
increases, and individual granules grow to occupy diameters as large
as ∼200 nm. At their peak, mature granules constitute ∼2% of the
total cell volume and are evenly spaced along the long cell axis.
Following cell cycle exit, granules initially retain a tight spatial orga-
nization, yet their size distribution and spacing relax deeper into
starvation. Mutant cells lacking polyP elongate during starvation
and contain more than one origin. PolyP promotes cell cycle exit
by functioning at a step after DNA replication initiation. Together
with the universal starvation alarmone (p)ppGpp, polyP has an ad-
ditive effect on nucleoid dynamics and organization during starva-
tion. Notably, cell cycle exit is temporally coupled to a net increase in
polyP granule biomass, suggesting that net synthesis, rather than
consumption of the polymer, is important for the mechanism by
which polyP promotes completion of cell cycle exit during starvation.
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Most of our understanding of bacterial physiology comes
from laboratory studies of bacteria growing under nutrient-

rich conditions. However, in many environments, bacteria face
dramatic fluctuations in nutrient conditions, including long pe-
riods of scarcity when they survive in a nonproliferative sta-
tionary state. Although eukaryotic cells and some bacteria have
discrete cell cycle checkpoints, many fast-growing bacterial spe-
cies have uncoupled DNA replication and cell division. They use
multifork DNA replication to achieve a doubling time that is
faster than the time required to copy the chromosome, giving
them a competitive edge in nutrient-replete conditions. This
strategy requires distinct regulatory mechanisms and comes at a
considerable cost when there is a rapid downshift in nutrient
availability: stalled open DNA replication forks are vulnerable
to potentially lethal double-stranded DNA breaks (1). There-
fore, the ability to reallocate resources under such conditions
to prioritize completion of DNA replication is critical for sur-
vival. Prioritizing chromosome remodeling and compaction by
starvation-specific nucleoid structural proteins is also important
during such transitions because resources for DNA repair be-
come limited in deep starvation (2–4). Operating an uncoupled
cell cycle, where growth, DNA replication, and cell division do
not function in lockstep, requires regulatory mechanisms quite
different from cell cycle checkpoints in eukaryotes.

Cell cycle exit in bacteria encompass four general steps:
(i) inhibition of inappropriate reinitiation of DNA replication,
(ii) completion of open rounds of DNA replication, (iii) segregation
and compaction of daughter chromosomes, and (iv) septation.
How bacteria orchestrate efficient cell cycle exit and protect the
nucleoid during starvation remains poorly understood (5, 6). To
date, the starvation signaling molecule guanosine tetraphosphate
[(p)ppGpp] is the only known widely conserved regulator of cell
cycle exit in bacteria and functions by a variety of mechanisms in
different bacterial species, ranging from inhibiting replication
initiation (7, 8) to modulating replication elongation rates (9, 10)
and promoting septation (11). (p)ppGpp was also recently shown
to play a role in transcription-coupled DNA repair (12). A re-
lated molecule, polyphosphate (polyP), is an inorganic polymer
consisting simply of phosphoryl groups and can be hundreds of
protomers in length. A recent study in Caulobacter crescentus
demonstrated a role for polyP in cell cycle exit by inhibiting
reinitiation of DNA replication during carbon starvation (13).
Studies in diverse bacteria and under a variety of starvation con-
ditions have shown that polyP promotes fitness during starvation
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(14). Although some bacteria appear to make polyP granules
constitutively, many bacteria make polyP granules in response to
nutrient limitation. Carbon, nitrogen, phosphate, and amino acid
starvation have all been shown to drive polyphosphate synthesis
in bacteria (15). Escherichia coli has also been found to synthe-
size polyP in response to stalled DNA replication forks during
exponential growth (16). Bacterial mutants that are unable to
make polyP die more rapidly when starved than those that can,
and are more sensitive to other stressors such as antibiotics (17).
Collectively, these findings raise the question of whether polyP,
like (p)ppGpp, may help protect the nucleoid under stress.
A challenge in studying polyP is that its chemical simplicity

makes it difficult to verify bona fide binding interactions.
However, although it lacks specificity at the primary level of
organization, the polymer forms tertiary granule superstruc-
tures that can be hundreds of nanometers in diameter. Obser-
vations of tight spatial organization of polyP in diverse species

has led to the hypothesis that granules may form at pre-
determined locations in the cell (18–20). Indeed, DNA repli-
cation and nucleoid segregation play a role in positioning polyP
granules in C. crescentus (19).
However, how polyP granules form and how polyP affects the

integrity of the nucleoid during starvation remain poorly un-
derstood. The study of early stages of polyP formation presents
various technical obstacles. PolyP granule localization has largely
relied on traditional fluorescence imaging, which precludes
looking at the early stages of granule genesis due to the size of
nascent granules. Although transmission electron microscopy
(TEM) has also been used to image polyP granules in fixed cells,
fixation has the potential to distort subcellular structures. Con-
founding polyP granule imaging is the need to unambiguously
distinguish them from other storage granules. We reasoned that
quantitative description at high spatial and temporal resolution of
the dynamics underpinning the nucleation and growth of polyP
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Fig. 1. PolyP granule formation in Pseudomonas aeruginosa under nitrogen starvation. Each panel is a 20-nm-thick tomographic slice through a 3D re-
construction of an intact cell. (Scale bar, 200 nm.) (A) Cryotomogram of a WT cell 1 h after inducing starvation. The cell shows many microgranules of polyP
(black arrowheads). (B) WT cell 3 h after inducing starvation. Microgranules consolidate within the nucleoid region into regularly spaced mature granules.
(C) WT cell 24 h after inducing starvation. PolyP granules lose tight spatial organization, and they are of heterogeneous size and number. PHA granules
(white arrowheads) are formed late in starvation. (D) ΔpolyP cell 1 h after inducing starvation. Quadruple knockout of polyphosphate kinases
Δppk1Δppk2aΔppk2bΔppk2c. (E) ΔpolyP cell 3 h after inducing starvation do not form polyP granules but form PHA granules earlier than WT. (F) ΔpolyP cell
24 h after inducing starvation contain PHA granules and are elongated, with some showing evidence of initiation but not completion of septation. (G) (Top)
Model of steps in cell cycle exit. Reinitiation of DNA replication is inhibited. Replication elongation rates are modulated for efficiency to prevent stalled forks
and fork breakage. Daughter chromosomes are segregated and compacted. Septation proceeds in the absence of stalled forks and once daughter chro-
mosomes are segregated. (Bottom) Model for steps in polyP granule genesis. PolyP granules initiate throughout the nucleoid region. Granule number de-
creases, whereas size increases, by some combination of dilution of granules due to cell division and/or granule consolidation. Mature granules become
transiently spatially organized. Granule number, size distribution, and positioning relax deeper into starvation.

Racki et al. PNAS | Published online March 6, 2017 | E2441

M
IC
RO

BI
O
LO

G
Y

PN
A
S
PL

U
S



could provide insight into how it promotes starvation fitness. To
achieve this, we used a combination of cryo- and conventional
electron microscopy without fixation and light microscopy, cou-
pled to genetic and spectroscopic techniques.
We chose the human opportunistic pathogen Pseudomonas

aeruginosa as a model organism in which to characterize gran-
ule biogenesis for two reasons. First, unlike some bacteria in-
cluding C. crescentus and Campylobacter jejuni, which are
thought to make polyP granules even during exponential growth,
P. aeruginosa makes polyP granules conditionally, facilitating the
observation of de novo granule formation (19, 20). Second, aside
from E. coli, it is the organism in which the most detailed bio-
chemical characterization of the polyphosphate biosynthetic ma-
chinery and quantification of the polyP polymer under a variety of
starvation states has been done (15, 21, 22). We used nitrogen
limitation as the model stress condition to study polyP granule
biogenesis. Our goals in this study were (i) to characterize the
de novo granule genesis process and its spatial and temporal re-
lationship to cell cycle exit and (ii) to characterize the function of
polyP and (p)ppGpp in cell cycle exit in P. aeruginosa.

Results
Characterization of polyP Granule Formation in Near-Native State in
P. aeruginosa. To characterize polyP granule nucleation and mat-
uration in near native-state conditions, we imaged P. aeruginosa
cells with electron cryotomography at multiple time points after
shifting exponentially growing cells to nitrogen-limited media.
One hour after this shift, multiple putative polyP granules form
in the nucleoid region, which is defined as the area of the cell
depleted of ribosomes (Fig. 1A). By 3 h, cells have fewer, larger
granules (Fig. 1B). Energy dispersive X-ray spectroscopy (EDS)
demonstrates that these electron-dense bodies are enriched for
phosphorous and oxygen in comparison with the cytosol, consistent
with these structures being polyP (SI Appendix, Fig. S1). By 24 h, a
distinct class of granules with lighter intensity are visible (Fig. 1C).
In addition to polyP, pseudomonads can accumulate carbon in
the form of polyhydroxyalkanoate (PHA) storage granules under
nitrogen starvation (23, 24). To distinguish between polyP and
putative PHA granules, we imaged two strains, one each lacking
the respective genes required for either polyP or PHA synthesis.
The PHA mutant lacks the lighter-intensity granules, whereas
the polyP mutant (ΔpolyP) lacks the darker granules (Fig. 1 D–F
and SI Appendix, Fig. S2 A–C and E–G). We note that P. aeruginosa
contains four polyphosphate kinase (ppk) genes from two
protein families (one ppk1 gene, and three ppk2 genes, which
we refer to as ppk2A (PA14_01730), ppk2B (PA14_33240), and
ppk2C(PA14_19410), respectively), all of which are deleted in
the ΔpolyP mutant. Table 1 shows the phenotype of knocking
out these genes in various combinations. Either Ppk1 or Ppk2A
alone can drive granule genesis during nitrogen starvation (SI
Appendix, Fig. S2 J–L) and expression of Ppk2A or Ppk2B is
sufficient to promote granule genesis during exponential phase
(Table 2). An active site mutant of Ppk2A does not drive
granule synthesis in exponential phase, indicating granules form
directly due to polyP synthetic activity rather than a general stress

response to overexpression of the Ppk2A protein (Table 2).
Together, these results allow us to confidently identify polyP
granules in our experimental system.
Two striking observations from following polyP growth and

localization as cells starve are that (i) cells become elongated in
ΔpolyP, raising the possibility that polyP may be required for cell
cycle exit during starvation, and (ii) polyP granules decrease in
number yet increase in size after nucleation. Together, these
observations suggest that polyP granules may be more dynamic
than previously thought and their biogenesis may be coordinated
with cell cycle exit. To test this hypothesis, we used multiple
approaches to track polyP localization over the course of cell
cycle exit at both the population and single cell level.

Nitrogen Starvation Generates Smaller Cells with Single Chromosomes.
As described in the introduction and seen in Fig. 1G, cell cycle
exit involves four steps. Despite extensive studies of the molecular
machinery underpinning these processes in model organisms such
as E. coli and Bacillus subtilis, very little is understood about how
cells couple starvation cues to efficient cell cycle exit and nucleoid
compaction. To follow cell cycle exit in our population of un-
synchronized cells, we quantified total cell number, chromosomal
origins per cell, open DNA replication forks per cell, and cell
volume as a function of time (Fig. 2).
We used the heterologous chimeric chromosome partitioning

protein GFP-ParBpMT1 and its cognate DNA binding sequence
parSpMT1 to label the origin of the P. aeruginosa chromosome, as
has been done previously (Fig. 2A) (25, 26). We integrated one
copy of the parSpMT1 DNA binding sequence at the attB locus,
19.5 kb from the origin, using a mini-Tn7 suicide vector (27). We
then confirmed the specificity of the GFP-ParBpMT1 protein for
the parSpMT1 binding site by the lack of foci formation in the
absence of parSpMT1 (SI Appendix, Fig. S3). Over time, cells
shrink in size and the number of origins converges to a single
centrally localized position (Fig. 2B). Labeling of single-stranded
DNA binding protein (SSB) with mCherry allows visualization of
open DNA replication forks in the cell center, as previously seen
in E. coli (Fig. 2 C and D) (28). Cells complete between two and
three doublings between 0 and 6 h after their shift to starvation
conditions (Fig. 2E, Top), during which time the number of cells
with more than one origin decreases from 76 ± 17% to 3 ± 3%
and the number of cells with one or more open DNA replication
forks goes from 61 ± 15% to 4 ± 6% (Fig. 2E, Bottom). Col-
lectively, these results indicate that the population completes cell
cycle exit during this period.

Table 1. Individual kinases required during nitrogen starvation

Available kinase Strain PolyP granules Cell cycle exit

All WT Yes WT
None Δppk1Δppk2aΔppk2bΔppk2c No Defect
Ppk1 Δppk2a Δppk2b Δppk2c Yes WT
Ppk2A Δppk1 Δppk2b Δppk2c Yes Slight defect
Ppk2B, Ppk2C Δppk1 Δppk2a No Defect
All ΔrelA ΔspoT Yes Defect
All Δ(phaC1-phaC2) Yes Not determined

Table 2. Sufficiency of individual kinases to drive polyP
granule formation

Strain PolyP granules

Para FLAG-Ppk2A Yes
Para FLAG-Ppk2A D183A,R184A No
Para 6His-TEV-Ppk2B Yes
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Consolidation of Granules Without Net Consumption of polyP During
Cell Cycle Exit. Having defined the timing of cell cycle exit under
nitrogen starvation conditions, we proceeded to quantify the
spatiotemporal dynamics of polyP biogenesis (Fig. 3). Specifi-
cally, we sought to evaluate whether (i) net consumption or
genesis of polyP occurs during cell cycle exit, (ii) the decrease in
granule number results from dilution and segregation of granules
during cell division or consolidation of nascent granules, and (iii)
when polyP granules become spatially organized (Fig. 1G,
Right). These measurements required high-resolution imaging of
a large number of cells. Because commonly used aldehyde fixatives
disrupt granules (SI Appendix, Fig. S2I), we used unfixed cells,
rapidly dried onto TEM grids. We measured the diameter of
individual granules, as well as their position along the long axis
of the cell at different times after initiating starvation (Fig. 3A
and SI Appendix, Fig. S2 M and N).
To determine how polyP granule biomass changes during cell

cycle exit, we quantified the total volume of all granules in indi-
vidual cells, as well as the volume of each cell. Volume calcula-
tions assume granules are spherical and cells cylindrical. Total
granule volume per cell increases between 1 and 3 h, plateaus
between 3 and 6 h, and then decreases between 6 and 24 h (Fig.

3B). Moreover, total granule biomass increases during cell cycle
exit (Fig. 3C, yellow bar). We used the average cell volume,
granule volume, and cfu measurements to determine the total
cellular volume and polyP volume per mL of culture. Between
1 and 6 h, cell number increases 2.4-fold, but the increase in cell
volume is only 1.6-fold, indicating that cell division outpaces
growth during this period. In contrast, granule volume increases
more than an order of magnitude during this time (Fig. 3C).
We next determined how the distribution of polyP volume in

individual cells changes over time. Although total polyP volume
per mL increases between 1 and 6 h, the overall number of
granules per cell decreases from 13 ± 6 to 5 ± 4 (SI Appendix,
Fig. S4A). We noticed at 3 and 6 h that the distribution of
granule size becomes bimodal, with cells containing large gran-
ules with a diameter of 200 ± 50 nm and some cells also con-
taining smaller satellite granules with a diameter of 59 ± 20 nm
(SI Appendix, Fig. S4 E and F). To assess how the volume dis-
tribution of polyP changes over time, we ranked granules by size.
Counting granules that collectively contribute 95% or more of
total granular volume per cell allowed us to calculate the con-
tribution of individual size classes as can be seen in Fig. 3D.
The distribution of granule volume shifts from a large number of
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small volumes (10.6 ± 4 granules of diameter 67 ± 19 nm) to a
small number of large volumes (2.8 ± 1 granules of diameter
190 ± 53 nm; Fig. 3D). Between 6 and 24 h, the distribution of
polyP volume among granules broadens again (2.6 ± 1 granules
of diameter 182 ± 77 nm to 4.3 ± 2 granules of diameter 124 ±
55 nm; Fig. 3D). The change in distribution of polyP granule
biomass between 3 and 6 h cannot be explained simply by di-
lution due to cell division; rather, it appears to reflect granule
consolidation within cells (Fig. 3E).

Cells Transiently Organize polyP Granules During Cell Cycle Exit.
Having observed that granules consolidate by 3 h, we chose
this time point to characterize the spatial organization of mature
granules, using a combination of TEM and fluorescence imaging,
as well as modeling. Demographs of granules from TEM imaging
of 3 h-starved cells reveal a predominantly bimodal distribution
(Fig. 4A, Left). Characterizing subpopulations of cells segregated
by granule number reveals that two-, three-, and four-granule
cells exhibit remarkably even spacing (Fig. 4A, Right, and SI
Appendix, Fig. S5). To test whether this organization could
simply reflect physical occlusion between granules, we simulated
their localization using the granule and cell length distribution in
our TEM dataset for two-granule cells (Fig. 4B and SI Appendix,
Fig. S6). We generated a population of two-granule cells in silico
with lengths and granule diameters reflecting the distribution of
cell length and granule diameter observed in vivo and then
randomly positioned both granules along the long axis of the

cell. If the entire length of the cell is considered as available to
granules in the simulation, their resulting distribution is different
from our experimental observations (Fig. 4B, Middle). However,
when we constrain the space granules can occupy by introducing a
requirement of a minimum distance between granules (mGran)
and between granules and the cell poles (mEnd), the simulation
more closely matches our in vivo data (Fig. 4B, Bottom, and SI
Appendix, Fig. S6A). We tested all combinations of mEnd and
mGran constraints from 0 to 0.6 μm in 0.1-μm steps and used
the nonparametric Kolmogorov–Smirnov (KS) test to compare
the resulting overall distributions (both granules) to our in vivo
data. We found the combination of a minimum distance of 0.3 μm
from cell poles and 0.2 μm between granules to be the best fit to
our experimentally observed data with this model (Fig. 4B, Top
and Bottom, and SI Appendix, Fig. S6 B–G; see SI Appendix, SI
Methods, for further description of modeling).
We wondered whether the colocalization of polyP granules with

the nucleoid might restrict the distance of polyP granules from cell
poles. The nucleoid-containing region is visible in electron cry-
otomography due to its lack of ribosomes (Fig. 4C). Granules appear
to both nucleate and mature within this region (Fig. 4C). To test this
hypothesis, we used a fluorescence technique to concurrently visu-
alize granules and GFP-labeled chromosome origins in two-origin
cells (Fig. 4 D and E). Given that the origins of daughter chromo-
somes are extruded toward cell poles during DNA replication, the
nucleoid spans at least this region bounded by the two origins. PolyP
granules have the same distribution pattern whether they are stained
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at 3 h (n = 542 cells), and 0.0132 ± 0.0094 μm3 at 6 h (n = 560 cells)] and then decreases to 0.008 ± 0.005 μm3 at 24 h (n = 136 cells). Global analysis of two to
four independent experiments is shown. (C) The total volume of granules per mL of culture increases throughout cell cycle exit. The yellow bar between 3 and
6 h highlights the period where the population as a whole completes cell cycle exit. (D) The size distribution of granules that contribute 95% or more of total
granular volume. Inserted key shows granule volume represented by bubble size. For each cell, granules were ranked by size, and their volumes were summed,
starting from the largest to smallest granule, until 95% of total granule volume was reached; any additional smaller granules are excluded. At each time point,
the average number of granules required to reach 95% of total granule volume is shown, with granule size depicted reflecting the average size of granules of
that numerical rank. (E) The number of granules per cell that contribute to 95%of total granular volume. Black closed circles represent experimental data: 10.6 ±
4 granules per cell at 1 h, 6.3 ± 3 at 1.5 h, 4.3 ± 2 at 2 h, 2.8 ± 1 at 3 h, 2.6 ± 1 at 6 h, and 4.3 ± 2 at 24 h. Gray open circles and dotted line represent the number of
granules predicted by dilution, i.e., the number of granules predicted per cell if there is no net change in the number of granules, but they are partitioned to
new cells due to cell division. Cell counts were used to generate the dilution factors: 8.9 at 1.5 h, 7.9 at 2 h, 7.8 at 3 h, 4.5 at 6 h, and 4.1 at 24 h.
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by DAPI or imaged by TEM (SI Appendix, Fig. S7 A–C). However,
DAPI staining disrupts the fluorescence of the GFP-ParBpMT1

-parSpMT1 construct we used to label origins, precluding DAPI use.
Accordingly, we used a translational fusion of one of the poly-
phosphate kinases (Ppk2A) with mCherry (Fig. 4D, Top). This chi-
mera is functional in the absence of the other three kinases because
cells are able to make polyP granules and mCherry foci colocalize
with DAPI-stained polyP granules (SI Appendix, Fig. S7 D and E).
The relative position of origins is farther from midcell than that of
the outermost polyP granules (normalized position of 0.28 ±
0.07 versus 0.21 ± 0.09, respectively; P < 0.001; Fig. 4 D and E).
Moreover in individual cells, 82 ± 6.8% of origins are farther from
midcell than the nearest outer granule (Fig. 4F). We do not see
colocalization of GFP and mCherry foci, but because the parSpMT1

DNA binding site was inserted 19.5 kb from the nucleoid origin, our
data do not rule out the possibility that granules and origins coloc-
alize. However, these data suggest that the nucleoid region demar-
cates a minimum distance between granules and cell poles.

PolyP and (p)ppGpp Are Required for Completion of Cell Cycle Exit
After Replication Initiation. Could polyP be required for cell cycle
exit during starvation? That granule consolidation is temporally
coupled with cell cycle exit, together with the fact that cells
lacking polyP become elongated during starvation, suggests this
might be the case. To test this idea, we compared the phenotype
of a polyP mutant to that of a strain lacking the conserved cell

cycle regulator in bacteria, guanosine tetraphosphate [(p)ppGpp]
[Δ(p)ppGpp, a ΔrelA ΔspoT strain]. Both strains become elon-
gated during starvation (Fig. 5A and SI Appendix, Fig. S2 F and
H), and their populations contain a larger fraction of cells with
more than one origin compared with the WT (Fig. 5B). That
either Ppk1 or Ppk2A is sufficient to promote cell cycle exit
during starvation (Table 1 and SI Appendix, Fig. S8 A–C) indi-
cates that polyP synthesis per se, rather than the action of a
specific kinase, is responsible for cell cycle exit. We note that cell
cycle exit is slightly slower than WT in a strain containing only
Ppk2A, consistent with our observation that granules are slightly
smaller in this strain at 3 h than WT (SI Appendix, Fig. S8D). To
distinguish whether the persistence of cells with more than one
origin is the result of inappropriate reinitiation of DNA replica-
tion versus failure to complete a later step in cell cycle exit, we
measured viable cell number over time during starvation using a
cfu assay. We found that both the ΔpolyP and Δ(p)ppGpp mu-
tants complete fewer doublings than WT under these conditions,
consistent with a failure to finish open rounds of cell division
rather than inappropriate reinitiation (Fig. 5C).
To further delineate which step in cell cycle exit polyP affects

compared with (p)ppGpp (e.g., replication elongation or post-
elongation effects such as chromosome segregation and septa-
tion), we looked at the number of open DNA replication forks in
the mutants (Fig. 5D). Twenty-four hours into nitrogen starvation,
the majority of cells in Δ(p)ppGpp still have SSB-mCherry foci,
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Fig. 4. PolyP granules are spatially organized 3 h into nitrogen starvation. (A) (Top Left) Demograph of granules contributing to 95% of total granular
volume per cell of all 3 h-starved cells imaged by TEM. (Bottom Left) Histogram of relative position of granules along the long axis of cells imaged by TEM as
above. (Top Right) Demograph of 3 h-starved cells with two granules imaged by TEM. (Bottom Right) Histogram of relative position of granules along the
long axis of cells imaged by TEM as above. First granule, 0.32 ± 0.06 (blue), and second granule, 0.68 ± 0.08 (yellow). (B) (Top) Heat map of KS test statistic
from comparing the experimentally observed distribution of granules in two-granule cells to a simulation of randomly positioning granules along the long
axis of the cell, with two added constraints: first, a minimum distance between granules and cell poles (mEnd) and second, a minimum distance between first
and second granule (mGran). Symbol ǂ indicates parameter space where the model is statistically indistinguishable from the data. See Methods and SI Ap-
pendix, Fig. S6 and SI Methods, for more detailed description. (Middle) Histogram of relative granule position along long axis of cells from a simulation of
229,000 cells in which the only constraint is that granules cannot overlap along long axis of the cell (mEnd = 0, mGran = 0). (Bottom) As in Middle, with the
added constraints that granules must be a minimum of 0.3 μm from cell poles and 0.2 μm from each other. (C) (Top) Cryotomogram of WT cell 1 h after
inducing starvation. Granules are represented as green spheres, and the nucleoid region is outlined with a magenta dotted line. (Bottom) As in Top, at 3 h.
(D) (Top) Example cells with nucleoid origins labeled using the GFP-ParBpMT1 chimera and the parSpMT1 DNA binding site on the chromosome at the attTn7 site
(green), and polyP granules labeled with the Ppk2A-mCherry chimera (magenta), replacing the native copy of ppk2A on the chromosome. (Scale bar, 0.5 μM.)
(Bottom) Histogram of relative position on long axis of the cell of GFP foci (0.25 ± 0.08 and 0.76 ± 0.09; green) and mCherry foci (0.34 ± 0.13 and 0.71 ± 0.10;
magenta). (E) Histogram of relative position of GFP and mCherry foci from midcell, 0.28 ± 0.07 and 0.20 ± 0.09, respectively. P < 0.01 by Student’s t test. (F)
Demograph representation of position of nucleoid origins (green) and polyP granules (magenta).
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consistent with a failure to finish replication elongation. The
fraction of cells with SSB-mCherry foci in the ΔpolyP mutant is
significantly smaller than in the Δ(p)ppGpp mutant at 3, 6, and
24 h but still larger than in WT at 6 h (22 ± 0.10 vs. 0.25 ± 0.02,
respectively; P = 0.002 using one-way ANOVA analysis for mul-
tiple comparisons, as described in the legend of Fig. 5 and Meth-
ods). Together, these data indicate that polyP and (p)ppGpp both
play postinitiation roles in cell cycle exit during starvation, with
(p)ppGpp primarily functioning during replication elongation
and polyP affecting replication elongation to a lesser extent than
(p)ppGpp yet still influencing subsequent steps.

polyP and (p)ppGpp Have Additive Effects on Nucleoid Organization
and Stability.To ascertain whether (p)ppGpp and polyP function in
the same pathway to regulate cell cycle exit and to further probe
the differences between their effects on the nucleoid, we per-
formed epistasis tests. A mutant lacking both (p)ppGpp and polyP
(“ΔΔ”) is more impaired in doubling during starvation than either
single mutant (Fig. 5C, 24-h time point). The ΔΔ mutant also has
more persistent open DNA replication forks at 6 h than either
single mutant (Fig. 5D). Together these findings suggest polyP and
(p)ppGpp have at least some independent effects on cell cycle exit.
Consistent with this interpretation, the (p)ppGpp mutant makes
polyP, indicating that unlike in E. coli, (p)ppGpp is not required for
polyP biosynthesis under these starvation conditions in P. aeruginosa
(SI Appendix, Fig. S2 D and H). How then might these molecules
exert independent effects on doubling? Although we do not ob-
serve additive effects on cell length or the number of cells with
extra origins (Fig. 5 A and B), we noticed a dramatic change in the
organization of the nucleoid in the double mutant (Fig. 6).
The origin in single-nucleoid cells in ΔpolyP is positioned midcell,

with a similar Gaussian distribution to WT (Fig. 6 A and C). Origins
are further from midcell in the Δ(p)ppGpp mutant, and the posi-
tioning of origins approaches a uniform distribution in the double
mutant (Figs. 6A, Bottom Right, and 6C). Origin position in cells with

two foci is bimodal in both single mutants and is similar to the or-
ganization found in WT during exponential phase (Figs. 2B and 6B).
The distribution of origins is significantly broader in the double
mutant (Fig. 6 B and D). These data suggest a synergistic defect
leading to a profound disruption in nucleoid organization. Remod-
eling and compacting the nucleoid during starvation is thought to be
important for protecting the integrity of the chromosome. To de-
termine whether the loss of nucleoid organization in the double
mutant reflects underlying DNA damage, we looked at expression of
the SOS DNA damage response genes during starvation (lexA and
recA; Fig. 6 E and F). Both genes show heightened expression 3 h
after starvation in the ΔpolyP and Δ(p)ppGpp single mutants relative
to WT, with even greater enhancement in the double mutant. The
pleiotropic nature of both molecules makes it difficult to draw simple
conclusions from genetic epistasis. However, the effects we observe
in the double mutant on doubling, persistent open DNA replication
forks, nucleoid organization, and the SOS response collectively
suggest that polyP and (p)ppGpp have at least partially distinct roles
in protecting the integrity of the nucleoid during starvation.

Discussion
The mechanism(s) by which polyP help bacteria to adapt to con-
stantly changing nutrient conditions in the environment are poorly
understood. Lacking has been a high-resolution dissection of the
spatiotemporal progression of polyP granule biogenesis during
nutrient limitation, to help frame the problem. Our quantitative
characterization of de novo polyP granule synthesis during the
transition from exponential growth to stationary phase in P. aeru-
ginosa revealed several properties of these structures: (i) granules
mature and spatially organize within the nucleoid region, tempo-
rally coupled to cell cycle exit; (ii) granule number decreases due
to consolidation; and (iii) there is a net increase in granule volume
during cell cycle exit (Fig. 1G). These properties raise several
implications for polyP function.
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In P. aeruginosa, we find that polyP acts postinitiation to permit
efficient completion of open rounds of DNA replication and cell
division following nitrogen starvation, and polyP and (p)ppGpp
have additive roles in organizing the nucleoid during starvation.
The discovery in the 1950s that bacteria synthesize polyP from
ATP during nutritional downshift initiated a debate that has
remained unresolved for more than half a century as to whether
this polymer serves as a physiologically relevant energy store (29–
31). Although polyP may have functions deeper in starvation or
cell cycle reentry as an energy store, our results imply that when it
drives completion of open rounds of cell division during starva-
tion, net synthesis rather than consumption of polyP is required.
We propose three nonexclusive mechanisms to explain this phe-
nomenon: (i) synthesis of polyP may be required as a phosphate
sink during starvation, (ii) the polyP polymer acts as a regulatory
molecule to promote cell cycle exit, and/or (iii) granule super-
structures may serve as an important organizational microenvi-
ronment for specific chemical processes during starvation.
A long-standing model for polyP function has been that granule

formation is a mechanism to store phosphate, rather than ATP per
se. That polyP may be equally important as a phosphate sink was
proposed by Harold and others in the 1960s (29) but has subsequently

received less attention. Because phosphorous is limiting in many
environments, cells that can hold onto it during starvation should
have a growth advantage when conditions improve. Indeed, the
phosphate overplus phenomenon, whereby bacteria sequester
phosphate in the form of polyP when starved for other macronu-
trients, has long been observed in the context of wastewater
treatment when carbon becomes limiting (31). However, polyP
granules acting simply as a storage mechanism does not explain the
defect in cell cycle exit rather than reentry. Catabolism of mRNA
and rRNA and decreased demand for nucleotides for DNA and
RNA synthesis might create a situation of excess free phosphate in
the cell, which could act as a poison and inhibit many essential
processes. PolyP as a phosphate sink may therefore be critical for
cellular equilibrium. A role for polyP in nucleotide homeostasis
has been recently proposed in yeast, where oscillation in the con-
centration of polyP measured biochemically was observed to cor-
relate with cell cycle progression, in the absence of starvation (32).
One of the functions of (p)ppGpp during starvation in B. subtilis is
suppression of GTP biosynthesis, which unchecked leads to cell
death (33). A role for polyP in nucleotide homeostasis could
potentially explain the synergistic effects we observe on cell cycle
exit and nucleoid stability between polyP and (p)ppGpp.

WT

100

200

300

400

500

600
-2 20

# 
ce

lls
 c

el
l #

1-focus cells 2-foci cells

m
ea

n 
di

st
an

ce
 (r

el
)

BA

1-focus cells:

focus-to-midcell
distance

si
gm

a 
of

 d
is

ta
nc

e 
(r

el
)

2-foci cells:

focus 1-to-focus 2
distance

D

recA operon

Lo
g2

 E
xp

re
ss

io
n 

Fo
ld

 C
ha

ng
e

operon

Lo
g2

 E
xp

re
ss

io
n 

Fo
ld

 C
ha

ng
e

WT

C

E F

A A A BA A B C0.3

0.25

0.2

0.15

0.1

0.05

0.25

0.2

0.15

0.1

A B B C A B B C

MAX

MIN

WT(0h)

-2 20 -2 20 -2 20 -2 20 -2 20 -2 20-2 20

 relative distance from midcell  relative position
0 0.5 1 0 0.5 1 0 0.5 1

50

100

00 0.50.25 0 0.50.25 0 0.50.25 0 0.50.25 0 0.5 1

50

100

0

WT

WT WT

10

8

6

4

2

0

-2

10

8

6

4

2

0

-2

distance from midcell (

Fig. 6. PolyP and (p)ppGpp have synergistic effects on nucleoid organization and the SOS DNA damage response. Variance analyzed using a one-way
ANOVA. Significant differences between strains at the same time point are marked with uppercase letters based on post hoc Tukey test. Strains marked with
different letters have significantly different means. P < 0.05. (A) (Top) Fluorescence demographs of cells with one GFP-ParBpMT1 focus, 24 h nitrogen star-
vation, using GFP-ParBpMT1 chimeric reporter under the SSB promoter and the parSpMT1 DNA binding site at the attT7 locus. (Bottom) Histograms of relative
distance from midcell of GFP-ParBpMT1 foci. (B) (Top) As in A but for two-foci cells. (Bottom) Relative position of first GFP-ParBpMT1 focus (blue) and second
focus (yellow) on long axis of cell, normalized to 1. (C) Relative distance from midcell of GFP-ParBpMT1 foci in one-focus cells as above. Each point represents
the population mean from an independent experiment. P < 0.05 for strains marked with different letters. (D) Broadness of distribution (sigma) of relative
distance of GFP-ParBpMT1 foci to each other in a population of two-foci cells. Each point represents an independent experiment. P < 0.001. (E) Relative change
in expression 3 h into nitrogen starvation relative to 0 h of lexA sulA operon, mRNA quantification by qPCR. Each point represents an independent ex-
periment. P < 0.05. (F) As in E, for recA operon. P < 0.01.

Racki et al. PNAS | Published online March 6, 2017 | E2447

M
IC
RO

BI
O
LO

G
Y

PN
A
S
PL

U
S



A second possibility is that like (p)ppGpp, polyP acts in a reg-
ulatory manner to drive cell cycle exit during starvation. PolyP, like
(p)ppGpp, may directly bind to and alter the activity of cell cycle
machinery. Several previous studies suggest that polyP may bind to
and alter the function of macromolecular complexes such as Lon
protease (34). It is also possible that although the steady state level
of polyP increases during cell cycle exit, some polyP is consumed as
a specialized source of phosphoryl groups for regulatory kinases,
and this consumption is balanced by synthesis. A handful of kinases,
including some glucokinases, have been shown to preferentially use
polyP as a substrate (35). Recent findings in E. coli also suggest that
polyP acts in a regulatory toxin–antitoxin mediated feedback loop
that drives persistence during starvation (36).
A third explanation for the importance of polyP net synthesis

during cell cycle exit is that granule superstructures could serve as
microenvironments for specific enzymatic activities. Our observa-
tion that granules mature by consolidation after nucleation is
reminiscent of a class of membraneless structures in cells: stress
granules, P bodies, and the nucleolus are eukaryotic compartments
that form phase-separated liquid droplets. At the structural level,
there are some parallels between the physical properties of the
proteins that drive formation of these droplets and polyP: these
proteins are intrinsically disordered and have repetitive low-
complexity sequences, allowing them to make many weak and
transient interactions with each other and with RNA (37). Might
polyP serve a similar role as an intrinsically unstructured bio-
polymer capable of making nonspecific interactions? In vitro
studies of the polyP polymer indicate that it can demix from so-
lution to form diverse materials, including phase-separated liquid
droplets in the presence of some cations, hydrogels, amorphous
glasses, and crystals (38, 39). Where on the phase spectrum polyP
exits in cells is not known; the biophysical properties of polyP
granules may also vary with time during starvation. At a functional
level, there are parallels between the known intracellular droplets
and polyP: P bodies and stress granules serve as RNA chaperone
and processing hubs, and the nucleolus surrounds the rDNA
loci and helps couple starvation and stress signaling to changes in
rRNA synthesis, growth rates, and the cell cycle (40–42). In E. coli,
the polyP polymer may serve as a protein chaperone during oxi-
dative stress, and there is evidence that Ppk1 is a component of the
RNA degradosome (43, 44). Like the low-complexity sequence-
containing proteins that drive formation of phase-separated liquid
droplets, polyP was recently shown in E. coli also to have a pro-
pensity to drive formation of amyloid-like protein aggregates under
some conditions (45, 46). Exploring the physical properties of
granules is important to understanding the possible partitioning of
other cellular factors between the cytosol and granules.
In addition to the net increase in polyP granule biomass, these

structures become transiently evenly spaced during cell cycle exit
in P. aeruginosa. How actively cells organize granules is not
clear. Passive abiotic phenomena such as diffusion-limited
cluster aggregation (DLCA) can result in spacing of colloidal ag-
gregates (47). Additionally, decreased cytoplasmic fluidity during
nutritional downshift has been shown to decrease mobility of PHA
carbon storage granules in C. crescentus and could similarly result in
decreased polyP granule mobility (48). However, there is also evi-
dence from work in C. crescentus that nucleoid dynamics play a role
because interference with DNA replication or chromosome segre-
gation disrupts granule positioning (19). It is also possible that other
factors, such as cytoskeletal elements like the Par proteins, act on
polyP granules. What benefit, if any, cells derive from evenly spaced
granules is not known. In P. aeruginosa, granules are only transiently
evenly spaced, suggesting that this organization matters during the
transition to quiescence. Even spacing could be important to ensure
equal partitioning of resources to daughter cells, as is thought to be
the case for regular spacing of carboxysomes in cyanobacteria (49).
Another possibility is that rather than the nucleoid driving granule
positioning, polyP granules play a role in organizing the nucleoid,

perhaps actively promoting global remodeling and compaction of the
nucleoid. Although this process remains poorly understood, two
broad types of phenomena can drive nucleoid condensation during
the transition to quiescence: starvation-specific chromatin structural
proteins replace those of exponential phase, and molecular crowding
drives self-association of the nucleoid (50, 51). Components of polyP
granules might make specific interactions that help organize the
nucleoid during starvation, or formation of granule superstructures
within the nucleoid region might contribute to crowding.
Although the enzymatic machinery for polyP synthesis is not

conserved between bacteria and eukaryotes, the formation of
granule superstructures is observed in all three domains of life,
suggesting that the ability to make polyP and form these structures is
ancient and important. Taken together with findings in C. crescentus
that polyP inhibits DNA replication initiation (13), our observation
in P. aeruginosa that polyP functions in a postreplication initiation
step during starvation reveals that like (p)ppGpp, polyP uses diverse
mechanisms to regulate the cell cycle in bacteria. Most eukaryotes
lack (p)ppGpp, but a number of recent studies in eukaryotes suggest
that polyP may be important in cell cycle regulation more broadly.
In Dictyostelium discoideum, polyP is required for cytokinesis as well
as spore germination; in Saccharomyces cerevisiae, polyP concen-
trations oscillate in a cell cycle-dependent manner and influence the
rate of progression from G1 to S phase, affecting genomic stability;
and in a mammalian cancer cell line, polyP was found to stimulate
mTor kinase and promote cell proliferation (32, 52–54). It is thus
tempting to speculate that polyP may be a universal mediator be-
tween metabolic cues and the cell cycle.

Methods
Strains, Plasmids, and Growth Conditions. All strains, plasmids, and primers
used in this study are listed in SI Appendix, Tables S1–S3, respectively. De-
tailed description of construction methods used to generate strains using
P. aeruginosa PA14 are provided in SI Appendix.

Briefly, for nitrogen starvation experiments, strains were grown in Mops-
buffered minimal media containing 22 mM ammonium chloride. From over-
night cultures, subcultures were grown to log phase at 37 °C (OD500= 0.4–0.6),
then shifted into Mops-buffered media with 1 mM ammonium chloride
(SI Appendix).

Growth Measurements. The cfu measurements were done using serial dilution
in Mops-buffered growth medium and plating on LB agar plates and are
reported as averages of at least three independent experiments.

Transmission Electron Microscopy. Two microliters of unfixed cells in growth
media were spotted onto carbon-coated copper grids for 45 s and blotted
with Whatman paper, and media salts were washed off of the grids by
spotting the grids with 2 uL of water and rapidly blotting; wash step was
repeated five times. Grids were imaged on a Tencai T12 electron microscope.

Electron Cryotomography. Cells were prepared for ECT by plunge freezing in a
nitrogen-cooled liquid ethane–propane mix. Images and tilt series were
collected on an FEI Polara (FEI Company) 300-kV field emission gun transmission
electron microscope equipped with a Gatan energy filter and a lens-coupled
4k-by-4k Ultra-Cam camera (Gatan). Samples were imaged with 200 e-/Å2, a
defocus of −10 μm, 1° oscillation, and a tilt range from −60 to +60°. The 3D
reconstructions and analyses were producedwith the software package IMOD (55).

Energy Dispersive X-Ray Analysis. Samples of unfixed cells were spotted onto
grids using the same procedure as with conventional TEM (see above) and
analyzed using a FEI Tencai F30 (TF30ST) operating in scanning transmission
electron microscopy (STEM) mode. The EDS data were acquired using an
Oxford Instruments INCA system. The analysis was done at 300 kV.

Fluorescence Microscopy. Live cells were imaged on 1% agarose pads con-
tainingMops-bufferedmediawith 1mMammonium chloride on slides. Phase
contrast and fluorescence images were taken on a Zeiss AxioObserver.
A1 using a 100× oil immersion objective (Apo 1.4 PH3). For imaging DAPI-
stained polyP granules, cells were stained for 10 min with 200 μM DAPI and
imaged using a custom filter cube from Chroma Technology Corp consisting
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of an excitation bandpass filter (415/20 nm), long-pass dichroic (425 nm), and
emission bandpass filter (555/10 nm).

Gene Expression Measurements. RNA measurements were made by qPCR as
described in SI Appendix and are reported as averages of three independent
experiments.

Image Analysis and Simulations. For fluorescent images, MicrobeTracker (56)
was used both for segmentation to identify cells and for spot position
analysis. Demographs are constructed by compressing each cell in a pop-
ulation at a given time point into a 2D object representing the position of
the granules or loci along the line. These 2D objects are then sorted by cell
length from shortest to longest and displayed as a stack where each row
represents one cell. Demographs of fluorescence intensity were constructed
using the method and script developed by Hocking et al. (57). For TEM im-
ages, cell length, width, granule diameter, and granule position were
measured by hand using ImageJ (see SI Appendix, Fig. S2 M and N, for ex-
amples). See SI Appendix, SI Methods, for additional details of statistical
analysis. Demographs of granule position, incorporating granule diameter,

were constructed using a custom MATLAB script inspired by Hocking et al.
(57). Simulated granule position distributions with different physical con-
straints were generated in MATLAB using the mean and SD of granule di-
ameter and cell length from TEM experimental data at 3 h (simulation code
attached, peas2pod_simulation.m; see SI Appendix for additional details).
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