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ABSTRACT This paper presents a history of the changing meanings of the term “gene,” over more than a century, and a discussion of
why this word, so crucial to genetics, needs redefinition today. In this account, the first two phases of 20th century genetics are
designated the “classical” and the “neoclassical” periods, and the current molecular-genetic era the “modern period.” While the first
two stages generated increasing clarity about the nature of the gene, the present period features complexity and confusion. Initially,
the term “gene” was coined to denote an abstract “unit of inheritance,” to which no specific material attributes were assigned. As the
classical and neoclassical periods unfolded, the term became more concrete, first as a dimensionless point on a chromosome, then as a
linear segment within a chromosome, and finally as a linear segment in the DNA molecule that encodes a polypeptide chain. This last
definition, from the early 1960s, remains the one employed today, but developments since the 1970s have undermined its generality.
Indeed, they raise questions about both the utility of the concept of a basic “unit of inheritance” and the long implicit belief that genes
are autonomous agents. Here, we review findings that have made the classic molecular definition obsolete and propose a new one
based on contemporary knowledge.
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IN1866, GregorMendel, aMoravian scientist andAugustinian
friar, working in what is today the Czech Republic, laid the

foundations of modern genetics with his landmark studies of
heredity in the garden pea (Pisum sativum) (Mendel 1866).
Though he did not speak of “genes”—a term that first appeared
decades later—but rather of elements, and even “cell elements”
(original German Zellelemente p. 42), it is clear that Mendel was
hypothesizing the hereditary behavior of miniscule hidden fac-
tors or determinants underlying the stably inherited visible char-
acteristics of an organism, which today we would call genes.
This is apparent throughout his publication in his use of abstract
letter symbols for hereditary determinants to denote the phys-
ical factors underlying the inheritance of characteristics. There is
no doubt that he considered the mediators of heredity to be
material entities, though he made no conjectures about their
nature.

The word “gene” was not coined until early in the 20th
century, by the Danish botanist Johannsen (1909), but it
rapidly became fundamental to the then new science of
genetics, and eventually to all of biology. Its meaning, how-
ever, has been evolving since its birth. In the beginning, the

concept was used as a mere abstraction. Indeed, Johannsen
thought of the gene as some form of calculating element
(a point to which we will return), but deliberately refrained
from speculating about its physical attributes (Johannsen
1909). By the second decade of the 20th century, however,
a number of genes had been localized to specific positions
on specific chromosomes, and could, at least, be treated, if
not thought of precisely, as dimensionless points on chro-
mosomes. Furthermore, groups of genes that showed some
degree of coinheritance could be placed in “linkage groups,”
which were the epistemic equivalent of the cytological chro-
mosome. We term this phase the “classical period” of genet-
ics. By the early 1940s, certain genes had been shown to
have internal structure, and to be dissectable by genetic re-
combination; thus, the gene, at this point, had conceptually
acquired a single dimension, length. Twenty years later, by
the early 1960s, the gene had achieved what seemed like a
definitive physical identity as a discrete sequence on a DNA
molecule that encodes a polypeptide chain. At this point, the
gene had a visualizable three-dimensional structure as a
particular kind of molecule. We will call this period—from
roughly the end of the 1930s to the early 1960s—the “neo-
classical period.”

The 1960s definition of the gene is the onemost geneticists
employ today, but it is clearly out-of-date for deoxyribonucleic
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acid (DNA)-based organisms. (We will deal only with the
latter; RNA viruses and their genes will not be discussed.)
Here,we review the older history of the terminology, and then
the findings from the 1970s onwards that have undermined
the generality of the 1960s definition. We will then propose a
contemporary definition of the “gene” that accounts for the
complexities revealed in recent decades. This publication is a
follow-on paper to an earlier paper by one of us (Portin
2015).

The Classical Period of Genetics

The development of modern genetics began in 1900, when
three botanists—the German Carl Correns, the Dutchman
Hugo de Vries, and the Austrian Erich von Tschermak—
independently cited and discussed the experiments of Mendel
as basic to understanding the nature of heredity. They pre-
sented results similar to Mendel’s though using different
plants as experimental material (Correns 1900; de Vries
1900; Tschermak 1900). Their conceptual contributions as
“rediscoverers” of Mendel, however, were probably not
equivalent. De Vries and Correns claimed that they had dis-
covered the essential facts and developed their interpretation
before they found Mendel’s article, and they demonstrated
that they fully understood the essential aspects of Mendel’s
theory (Stern 1970). In contrast, Tschermak’s analysis of his
own data was inadequate, and his paper lacked an interpre-
tation. Thus, while he sensed the significance of Mendel’s
work, Tschermak should not be given credit equal to that
due to de Vries and Correns.

In 1900, chromosomeswere already known, and theywere
soon seen to provide a concrete basis for Mendel’s abstract
hereditary factors. This postulated connection between genes
and chromosomes, which later came to be known as the
chromosome theory of inheritance, was initially provided
by the German biologist T. H. Boveri and the American
geneticist and physician W. S. Sutton during the years
1902–1903. Boveri first demonstrated the individuality of
chromosomes withmicroscopic observations on the sea urchin
Paracentrotus lividus (Boveri 1902). He went on to demon-
strate the continuity of chromosomes through cell divisions
with studies of Ascaris megalocephala, a parasitic nematode
worm (Boveri 1903). These two characteristics—individuality
and continuity—are necessary, although not sufficient, charac-
teristics of the genetic material. Sutton’s contribution (Sutton
1903), on the basis of his studies on the spermatogenesis of
Brachystola magna, a large grasshopper, was to demonstrate a
clear equivalence between the behavior of chromosomes at the
meiotic divisions and Mendel’s postulated separation and in-
dependent inheritance of character differences at gamete for-
mation. Thus, this early version of the chromosome theory of
inheritance suggests an explanation for Mendel’s laws of in-
heritance: the law of segregation and the law of independent
assortment. It was not until 1916, however, that it could be
considered to be proven. In that year, C. B. Bridges, an Amer-
ican geneticist, showed in Drosophila melanogaster that non-

disjunction, a rare exceptional behavior of genetic makers
(lack of segregation) during gamete formation, was always
associated with an analogous exceptional behavior of a given
chromosome pair during meiosis (Bridges 1916).

Shortly after the birth of the chromosome theory, however,
a new phenomenon had been discovered that appeared to
contradict Mendel’s law of independent assortment. This
was the phenomenon of linkage, initially found in the
sweet pea (Lathyrus odoratus), in which some genes were
found to exhibit “coupling,” violating independent assort-
ment (Bateson et al. 1905a,b). This exception to the rule,
however, became the basis of an essential extension of the
chromosome theory when it was realized that genes show-
ing linkage are located on the same chromosome, and
genes showing independent assortment are located on dif-
ferent chromosomes.

According to the canonical history of genetics, it was
the American geneticist T. H. Morgan who was the first to
propose in 1910 this extension of the chromosome theory
(Morgan 1910, 1917). Recent studies on the history of
genetics (Edwards 2013), however, show that, most likely,
Morgan was influenced by the first textbook of genetics in
English written by R. H. Lock, a British botanist associated
with Bateson and Punnet, published in 1906, where the
possibility that linkage might result from genes lying on the
same chromosome was first suggested (Lock 1906). Thus,
it is Lock to whom the credit of explaining linkage must be
given.

It was soon understood that genes sufficiently far apart on
the chromosome can also show independent assortment, due
to extensive genetic recombination during meiosis, while
genes that are closer to each other show a degree of coinher-
itance, the frequency of their separation by recombination
being directly related to the distance between them.Owing to
the work of Morgan and his group on the fruit fly (D. mela-
nogaster), the phenomenon of linkage and its breakdown via
crossing over became the essential basis for the mapping of
genes (Morgan 1919, 1926; Morgan et al. 1915). The first
map, of the Drosophila X-chromosome, was constructed by
Alfred Sturtevant, one of Morgan’s students (Sturtevant
1913). The linear sequence of genes he diagrammed was
the abstract genetic epistemic equivalent of the chromosome
itself.

Thegeneticmapsof the linkagegroupswere subsequently
followed by cytological maps of the chromosomes. These
were first constructed by showing that X-ray-induced
changes of the order of the genes in the linkage groups, such
as translocations and deletions, were associated with
corresponding changes in the structure of chromosomes
(Dobzhansky 1929; Muller and Painter 1929; Painter and
Muller 1929). This was followed by detailed cytological map-
ping of genes, made possible by the existence of the “giant”
chromosomes of the salivary glands of the fruit fly, in which
genes identified by their inheritance patterns could be local-
ized to specific (visible) locations on chromosomes (Painter
1934; Bridges 1935, 1938).

1354 P. Portin and A. Wilkins



Morgan conceived the cytological explanation for the ge-
netical phenomenon of crossing over by adopting the chias-
matype theory of Frans Alfons Jannsens, a Belgian cytologist,
that was based on his observations of meiosis at spermato-
genesis in the salamander Batrachoseps attenuatis (Janssens
1909; see also Koszul et al. 2012). Janssens observed cross
figures at synapsis in meiotic chromosome preparations of
this amphibian that resembled the Greek letter chi (x). Ac-
cordingly, he called such a junction “chiasma” (pl. chias-
mata). Janssens interpreted each of these as due to fusion
at one point between two of the four strands of the tetrad of
chromatids at the pachytene stage of the meiotic prophase.
According to the chiasmatype theory, chiasmata were due to
breakage and reunion of onematernal and one paternal chro-
matid of the tetrad. Consequently, the formation of each chi-
asma leads to an exchange of equal and corresponding
regions of two of the four chromatids. This mechanism of
exchange provided the needed physical explanation for the
partial genetic linkage of genes that Morgan had observed. In
other words, chiasmata are cytological counterparts of the
genetical crossover points.

An alternative explanation for the origin of chiasmata was
the so called classical hypothesis, which did not require
breakage and rejoining of chromosomes, but assumed that
chiasmata were simply a result of the paternal and maternal
chromatids going across each other, forming a cross-like
configuration at the pachytene stage of meiosis (McClung
1927; Sax 1932a,b). This hypothesis did not explain the phe-
nomenon of genetic recombination, but was preferred by
most cytologists of that time because it did not threaten the
permanence and individuality of the chromosomes, which
the chiasmatype theory initially seemed to do. During sub-
sequent years, many cytological facts, as reviewed, for exam-
ple, in Whitehouse (1973), supported the chiasmatype
theory, but not the classical theory.

Thus, by the early 1930s, the concept of the gene had
become more concrete. Genes were regarded as indivisible
units of inheritance, each located at a specific point on a
specific chromosome. Furthermore, they could be defined
in terms of their behavior as fundamental units on the basis
of four criteria: (1) hereditary transmission, (2) genetic re-
combination, (3) mutation, and (4) gene function. Moreover,
it was believed, albeit without any empirical evidence,
that these four ways of defining the gene fully agreed with
one another (reviewed in Portin 1993; Keller 2000). As
A. Sturtevant and G. W. Beadle wrote in (1939), near the
end of what we are calling the classical period of genetics, it
was also clear that genes determine the nature of develop-
mental reactions and thus, ultimately, the visible traits they
generate. But how genes do these things was unknown;
indeed, that was considered one of the major unsolved
problems in biology, and it remained so for two decades
(Sturtevant and Beadle 1962, p. 335). Further, it was believed
that the integration of genetics with such fields as biochemis-
try, developmental physiology, and experimental embryology
would lead to a deep understanding of the nature and role of

genes, and that this integration would add to our understand-
ing of those processes that make up development (Sturtevant
and Beadle 1962, p. 357; see also Sturtevant 1965).

The significance of this perspectivewas initially elaborated
by H. J. Muller, an American geneticist and a student of
Morgan’s, who had done important work on several key as-
pects of the subject: the mapping of genes (Muller 1920), the
relation between genes and characteristics of organisms
(Muller 1922), and the nature of gene mutation (Muller
1927; also see Carlson 1966). In his classic paper dealing
with the effect of changes in individual genes on the variation
of the organism,Muller (1922) published arguments that can
be viewed as a theoretical summary of the essence of the
classical period of genetics. On the basis of a considerable
body of earlier work, he put forward an influential theory
that genes are molecules with three essential capacities: au-
tocatalysis (self-reproduction), heterocatalysis (production
of nongenetic material or effects), and ability to mutate
(while retaining the first two properties). In this view, genes
were undoubted physical entities, three-dimensional ultra-
microscopic ones, possessing individuated heritable struc-
tures, with some capacity for change that itself could be
passed on.

In another visionary paper, Muller (1926) connected the
concept of the gene to the theory of evolution, while he de-
scribed the gene as the basis of evolution and the origin of life
itself, indeed as the basis of life itself. These profound views
of Muller strongly influenced the direction of much future
research, not only in genetics, but in biology as a whole
(Carlson 1966 p. 82).

The Neoclassical Period of Genetics

Whatever the speculations of Muller and a few others, the
classical period of geneticswas one inwhich the gene could be
treated effectively as a dimensionless point on a chromosome.
It was followed, however, by what we are calling the neo-
classical period, in which the gene first acquired an unambig-
uous spatial dimension, namely length, and later a likewise
linear chemical identity, in the formof theDNAmolecule. This
period of genetics involved two different, but complementary,
research programs: on the one hand, it was demonstrated,
using theclassic genetic tool of recombinationalmapping, that
genes have an internal structure; on the other hand, the basic
molecular nature of the gene and its function began to be
revealed. These two streams fused in the late 1950s.

Theneoclassical periodbegan in theearly1940s,withwork
in formal genetics showing that genes could be dissected into
contiguous segments by genetic recombination. Hence, they
were not dimensionless points but entities with length. These
observationsweremade first inD.melanogaster (Oliver 1940;
Lewis 1941; 1945; Green and Green 1949), and then in mi-
crobial fungi (Bonner 1950; Giles 1952; Pontecorvo 1952;
Pritchard 1955).

If genes had length, however, they must be long molecules
of some sort, and the question was whether those molecules
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wereproteinsorDNA, the twomajormolecular constituentsof
the chromosomes. Critically important work in the early
1940s, in the laboratory of Oswald Avery at Rockefeller
University, answered the question. Avery and his colleagues
showed that DNA is the hereditarymaterial by demonstrating
that the causative agent in bacterial transformation, which
entailed a heritable change in themorphology of the bacterial
cells (Griffith 1928), was DNA (Avery et al. 1944). Though
this work was published in 1944, it would take nearly a de-
cade for this to become universally accepted. The experimen-
tal proof that convinced the scientific community was the
experiment of Hershey and Chase (1952), in which these
authors showed that the DNA component of bacteriophages
was the one responsible for their multiplication.

Themost critical andfinalbreakthrough for theDNAtheory
of inheritance, however, was the revelation of the double-
helical structure of DNA (Watson and Crick 1953a, 1954),
and the realization of the genetic implications of that
(Watson and Crick 1953b). This was followed by demonstra-
tions in the early 1960s that genes are first transcribed into
messenger RNA (mRNA), which transmitted the genetic in-
formation from the nucleus to the protein synthesis machin-
ery in the cytoplasm (reviewed in Portin 1993; Judson 1996).
Earlier work in the 1940s had established the connection
between genes and proteins, in the “one gene-one enzyme”
hypothesis of Beadle and Tatum (1941) (see also Srb and
Horowitz 1944; reviewed in Strauss 2016). By the late
1950s, there was thus a satisfying molecular theory of both
the nature of the gene, and the connections between genes
and proteins.

Crucial further work involved the genetic fine structure
mapping of genes—a research program that reached its cul-
mination with work by S. Benzer and C. Yanofsky. Benzer,
using the operational cis-trans test, originated by E. B. Lewis
in Drosophila, defined the unit of genetic complementation, i.
e., the basic unit of gene function, which he called the cistron
(Box 1). He also defined the smallest units of genetic recom-
bination and gene mutation: the recon and muton, respec-
tively (Benzer 1955, 1959, 1961). The postulate of the
classical period that the gene was a fundamental unit not
only of function, but also of recombination and mutation,
was definitively disproved by Benzer’s work showing that
the “gene” had many mutons and recons. Yanofsky and his
coworkers validated the material counterparts of these for-
mal concepts of Benzer. The equivalent of the cistron is a
sequence of nucleotide pairs in DNA that contain information
for the synthesis of a polypeptide, and determines its amino
acid sequences, an idea known as the colinearity hypothesis.
Furthermore, the physical DNA equivalent of the recon and
the muton was shown to be one nucleotide pair (Crawford
and Yanofsky 1958; Yanofsky and Crawford 1959; Yanofsky
et al. 1964, 1967). The period of neoclassical genetics culmi-
nated in the cracking of the universal genetic code by several
teams, revealing that nucleotide sequences specify the se-
quence of polypeptide chains (reviewed in Ycas 1969;
Judson 1996).

The neoclassical concept of the gene, outlined above, can
be summarized in the formulation “one gene—one mRNA—
one polypeptide,” which combines the idea of mRNA, as de-
veloped by Jacob and Monod (1961a); Gros et al. (1961);
Brenner et al. (1961), and the earlier “one gene—one en-
zyme” hypothesis of Beadle and Tatum (1941) (and see Srb
and Horowitz 1944). Another version of this hypothesis is
that of “one cistron—one polypeptide” (Crick 1963), which
emerged as a slogan in the 1960s–1980s. Altogether, the
conceptual journey from Johannsen’s totally abstract entities
termed “genes” to a defined, molecular idea of what a gene is,
and how it works, had taken a little over half a century.

The Breakdown of the Neoclassical Concept of the
Gene and the Beginning of the Modern Period of
Genetics

Deviations from the one gene—one mRNA—one
polypeptide hypothesis

The hypothesis of “one gene—one mRNA—one polypeptide”
as a general description of the gene and how it works started
to expire, however, when it was realized that a single gene
could produce more than one mRNA, and that one gene can
be a part of several transcription units. This one-to-several
relationship of genes to mRNAs occurs by means of com-
plex promoters and/or alternative splicing of the primary
transcript.

Multiple transcription initiation sites, i.e., alternative pro-
moters, have been found in all kingdoms of organisms, and
they have been classified into six classes (Schibler and Sierra
1987). All of them can produce transcripts that do not obey
the rule of one-to-one correspondence between the gene and
the transcription unit, since transcription can be initiated at
different promoters. The result is that a single gene can pro-
duce more than one kind of transcript (Schibler and Sierra
1987).

The discovery of alternative splicing as a way of producing
different transcripts from one gene had a more complex
history. In the late 1970s it was discovered, first in animal
viruses and then in eukaryotes, that genes have a split struc-
ture. That is, genes are interrupted by introns (see review by
Portin 1993). Split genes produce one pre-mRNA molecule,
from which the introns are removed during the maturation of
the mRNA by pre-mRNA splicing. Depending on the gene, the
splicing pattern can be invariant (“constitutive”) or variable
(“alternative”). In constitutive splicing, all the exons present
in a transcript are incorporated into one mature mRNA
through invariant ligation of consecutive exons, yielding a sin-
gle kind of mRNA from the gene. In alternative splicing, non-
consecutive exons are joined by the processing of some, but
not all, transcripts from a gene. In other words, individual
exons can be excluded from the mature mRNA in some tran-
scripts, but they can be included in others (Leff et al. 1986;
Black 2003). Alternative splicing is a regulated process, being
tissue-specific and developmental-stage-specific. Nevertheless,
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the colinearity of the gene and the mRNA is preserved, since
the order of the exons in the gene is not changed.

In addition to alternative splicing, two other phenomena
arenowknown that contradict a basic tenet of theneoclassical
gene concept, namely that amino-acid sequences of proteins,
and consequently their functions, are always derivable from
theDNAof the corresponding gene. These are the phenomena
of RNA editing (reviewed by Brennickle et al. 1999; Witzany
2011) and of gene sharing originally found by J. Piatigorsky
(reviewed in Piatigorsky 2007). The term RNA editing de-
scribes post-transcriptional molecular processes in which the
structure of an RNAmolecule is altered. Though a rare event,
it has been observed to occur in eukaryotes, their viruses,
archaea and prokaryotes, and involves several kinds of base
modifications in RNA molecules. RNA editing in mRNAs ef-
fectively alters the amino acid sequence of the encoded pro-
tein so that it differs from that predicted by the genomic DNA
sequence (Brennickle et.al. 1999). The concept of gene shar-
ing describes the fact that different cells contain identically
sequenced polypeptides, derived from the same gene, but so
differently configured in different cellular contexts that they
perform wildly different functions. This phenomenon, face-
tiously called “protein moonlighting,”means that a gene may
acquire and maintain a second function without gene dupli-
cation, and without loss of the primary function. Such genes
are under two or more entirely different selective constraints
(Piatigorsky and Wistow 1989).

Despite these observations, showing the potential one-to-
many relationships of genes to mRNAs and their encoded
proteins, the concept of the gene remained intact; the gene
itself could still be seen as a defined and localized nucleotide
sequence of DNAeven though it could contain information for
more than one kind of polypeptide chain. Matters changed,
however, when the sequencing projects revealed still more
bizarre phenomena.

Severe cracks in the concept of the gene

These new findings have shown that there are multiple
possible relationships between DNA sequences and the mo-
lecular products they specify. The net result has been the
realization that the basic concept of the gene as some form
of generic, universal “unit of heredity” is too simple, and
correspondingly, that, a new definition or concept of “the
gene” is needed (Keller 2000; Falk 2009; Portin 2009). Sev-
eral observations have been crucial to this re-evaluation, and
one of us has reviewed these relatively recently (Portin
2009). They are worth summarizing here:

1. In eukaryotic organisms, there are few if any absolute
boundaries to transcription, making it impossible to estab-
lish simple general relationships between primary tran-
scripts and the ultimate products of those transcripts.

Hence, the structural boundaries of the gene as the unit of
transcription are often far from clear, as documented partic-
ularly well in mammals (reviewed by Carninci 2006). In re-
ality, whole chromosomes, if not the whole genome, seem to

be continuums of transcription (Gingeras 2007). Further-
more, the genome is full of overlapping transcripts, thus mak-
ing it impossible to draw 1:1:1 relationship between specific
DNA sequences, transcripts and functions (Pearson 2006).
Indeed, convincing evidence indicates that the human ge-
nome is comprehensively transcribed from both DNA strands,
so that the majority of its bases can be found in primary
transcripts that compendiously overlap one another (The
FANTOM Consortium and RIKEN Genome Exploration
Group 2005; The ENCODE Project Consortium 2007;
2012). Both protein coding and noncoding transcripts may
be derived from either or both DNA strands, and they may be
overlapping and interlaced. Furthermore, different tran-
scripts often include the same coding sequences (Mattick
2005). The functional significance of these overlaps is still
largely unclear, but there is an increasing number of exam-
ples in which both transcripts are known to have protein-
coding exons from one position in the genome combinedwith
exons from another part of the genome hundreds of thou-
sands of nucleotides away (Kapranov et al. 2007). This was
wholly unanticipated when the 1960s definition of the gene
was formulated.

2. Exons of different genes can bemembers of more than one
transcript.

Gene fusion, at the level of transcripts, is a reality, and is
completely at odds with the “one gene—one mRNA—one
protein” hypothesis. And this is not a rare phenomenon. It
has been estimated that at least 4–5% of the tandem gene
pairs in the human genome can be transcribed into a single
RNA sequence, called chimeric transcripts, encoding a puta-
tive chimeric protein (Parra et al. 2006).

3. Comparably, in the organelles of microbial eukaryotes,
many examples of “encrypted” genes are known: genes
are often in pieces that can be found as separate segments
around the genome.

Hence, in addition to the fusion of two adjacent genes at the
level of transcription, different building blocks of a given
mRNAmolecule canoften be located, asmodules, ondifferent
chromosomes (reviewed in Landweber 2007). Some evidence
indicates that, even inmulticellular eukaryotes, protein-coding
transcripts are derived from different nonhomologous chro-
mosomes (reviewed in Claverie 2005).

4. In contradiction to the neoclassical definition of a gene,
which posits that the hereditary information resides solely
in DNA sequences, there is increasing evidence that the
functional status of some genes can be inherited from one
generation of individuals to the next, a phenomenon known
as transgenerational epigenetic inheritance (Holliday
1987; Gerhart and Kirschner 2007; Jablonka and Raz
2009).

One example is mouse epigenetic changes mediated by RNA
that are inherited between generations in a non-Mendelian
fashion (Rassoulzadegan et al. 2006). On the other hand,
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many of the epigenetic changes, or so called epimutations,
are inherited otherwise in a Mendelian fashion, except that,
in contrast to conventional mutations, they are not always
inherited with the same stability, but can be swept away dur-
ing the course of some generations (e.g., Jablonka and Raz
2009).

5. “Genetic restoration” a mechanism of non-Mendelian in-
heritance of extragenomic information, first found in
Arabidopsis thaliana, may also take place (Lolle et al.
2005).

It was observed that several independent mutant strains
yielded apparently normal progeny at a high frequency of a
few percent, which is higher than could be expected if it were
a question of random mutations. It seems neither to be a
question of epigenetic changes, but rather healing of fixed
mutations. Lolle et al. (2005) suggested that this is due to
precise reversion of the original DNA with a mechanism that
involves template-directed restoration of ancestral DNA
passed on in an RNA cache. This phenomenon, called the
“RNA cache” hypothesis, means that organisms can some-
times rewrite their DNA on the basis of RNA messages
inherited from generations past (Lolle et al. 2005). The
RNA cache hypothesis has, however, been disputed by several
authors (Comai and Cartwright 2005; Mercier et al. 2008;
Miyagawa et al. 2013).

6. Finally, in addition to protein coding genes, there are
many RNA-encoding genes that produce diverse RNAmol-
ecules that are not translated to proteins.

That there are special genes that specify only RNA products
was recognized in the early 1960s; these are the ribosomal
RNA and tRNA genes, vital for protein synthesis. Yet, it is now
apparent that there are many transcripts that do not encode
proteins, and that arenot theclassic structuralRNAsofprotein
synthesis (tRNAs and rRNAs). Those sequences that specify
long noncoding RNAs (lncRNAs), and which serve some bi-
ological function, surely deserve to be called genes. In con-
trast, sequences specifying lncRNAs or transcripts from
defunct mobile elements, which are made constitutively in
all or most cell types probably do not have biological function
and should not be designated as genes. The surprisingly large
multitude of different noncoding RNA genes and their func-
tion has been reviewed by several authors (e.g., Eddy 2001;
Carninci and Hayashizaki 2007; Carninci et al. 2008).

Current Status and Future Perspectives Regarding
the Concept of the Gene

The observations summarized above, together with many
others, have created the interesting situation that the central
term of genetics— “the gene”—can no longer be defined in
simple terms. The neoclassical molecular definition of the
gene does not capture the bewildering variety of hereditary
elements, all based in DNA, that collectively specify the or-
ganism, and which therefore deserve the appellation of

“genes.” Even the classical notion of the gene simply as a
fundamental “unit of heredity” is itself problematic. After
all, if it is difficult or impossible to generalize about the na-
ture of such “units,” it is probably not very helpful to speak
about them. Unsurprisingly, this realization has called forth
various attempts to redefine the gene, in terms of both DNA
sequence properties, and those of the products specified by
those sequences. A number of proposed definitions are listed
in Table 1. A detailed discussion of these ideas will not be
given here, but they have been summarized, classified, and
characterized (seeWaters 2013). These definitions, however,
all tend to neglect one central, albeit implicit, aspect of the
earlier notions of the “gene”: its presumed autonomy of ac-
tion. We return to this matter below.

How should geneticists dealwith this situation? Shouldwe
simply invokeapluralityofdifferentkindsofgenesand leave it
at that? In effect, we could settle for using the collective term
“the genes” as a synonym for the genome, and not fuss over
the seeming impossibility of defining the singular form, the
“gene.” This, however, would seem to be more of an evasion
of the problem than its solution. Alternatively, would it be
preferable to accept the inadequacy of the notion of a simple
general “unit of heredity,” and foreswear the use of the term
“gene” altogether?

The problem with that last suggestion, junking the term
“gene,” is not just that the word is used ubiquitously by ge-
neticists and laymen alike, but that it seems indispensable to
the discipline’s discourse. This is apparent in the foundations
of several subdisciplines of genetics, such as many fields of
applied genetics, like medical genetics and plant and animal
breeding, that frequently deal in genes identified solely by
their nonmolecular mutant phenotypes. It also applies to
quantitative genetics and population genetics, which operate
using mathematical modeling, and in which the gene is often
regarded merely as an abstract unit of calculation (not dis-
similarly to the view of Johannsen described below), but one
that is vital to conceptualizing the genetic compositions of
populations and their changes. In those fields, the molecular
intricacies and complications of the genetic material can be
largely ignored, at least initially, but the term “gene” itself
seems irreplaceable. It is hard to imagine those disciplines
abandoning it, whatever the range of molecular complexities
that the word both hides and embraces.

In other subdisciplines, such as developmental genetics
and molecular genetics, however, there is an urgent need to
redefine the gene because the molecular details are often
crucial to understanding the phenomena being investigated.
The definitions that have been attempted so far (Table 1),
however, seem inadequate; for the most part, they focus on
either structural or functional aspects, yet it is ultimately
meaningless to separate structure and function, even though
both can initially be studied in isolation from one another.
One attempt to unite the structural and functional aspects of
the gene in a single definition has beenmade by P. E. Griffiths
and E. M. Neumann-Held, who introduced the “molecular
process” gene concept. In this idea, the word “gene” denotes
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not some structural “unit of heredity” but the recurring pro-
cess that leads to the temporally and spatially regulated ex-
pression of a particular polypeptide product (Griffiths and
Neumann-Held 1999; Neumann-Held 1999, 2001). One dif-
ficulty with this redefinition is that it neglects all the non-
conventional genes that specify only RNA products. More
fundamentally, it has nothing to say about hereditary trans-
mission, which was the original and fundamental impetus for
coining the term “gene.”

Perhaps the way forward is to take a step backward in
history, and focus on the initial concerns of Johannsen. He not
only coined the term “gene,” but was also responsible for the
words “genotype” and “phenotype,” and the crucial distinc-
tion between them in heredity. Though he could say nothing
about how genes (genotype) specified or determined traits
(phenotype), he clearly saw this as a crucial question. Indeed,
that issue has been at the heart of genetics since the 1930s, in
contrast to the questions about how genes are transmitted in
heredity, which dominated the first decades of 20th-century
genetics. It is apparent, however, that Johannsen thought
that the genotype is primary, and that genes are minute com-
putational devices whose precise material nature could be
left for solution to a later time. He wrote: “Our formulas, as
used here for not directly observable genotypic factors—
genes as we used to say—are and remain computational-
formulas, placement-devices that should facilitate our over-
view. It is precisely therefore that the little word “gene” is in
place; no imagination of the nature of this “construction” is
prejudiced by it, rather the different possibilities remain
open from case to case.” (Johannsen 1926 p. 434, English
translation in Falk 2009 p. 70).

The initial expectationswere that the connections between
genes and phenes would be fairly direct, an expectation
bolstered initially by findings about pigmentation genetics,
and later by mutations affecting nutritional requirements in
microbial cells. In both situations, the connection between the
mutant effects and the known biochemistry were often direct
and easy to understand. Furthermore, the early success of
Mendelian genetics had been based, in large part, on the fact

that many of the genetic variants initially studied had con-
stant, unambiguous effects; this was vital to the work of
Mendel and to the early 20th-century Mendelians. As the
field matured, however, it became apparent that the pheno-
typic effects of many alleles could be influenced by other
genes, influencing both the degree of severity of a mutation’s
expression (its “expressivity”), and the proportion of individ-
uals possessing the mutation that expressed it at all (its
“penetrance”).

To illustrate the differences in the manifestation of a given
gene’s function caused by genetic background effects, take
the various degrees of expression of the gene regulating the
size and shape of incisors in man. Copies of one dominant
gene, identical by descent, caused missing, or peg-shaped, or
strongly mesio-distally reduced upper lateral incisors in sub-
sequent generations (Alvesalo and Portin 1969). Though the
precise nature of the gene involved is not known, the exam-
ple shows that the same gene can have different manifes-
tations in different individuals, i.e., in different genetic
backgrounds. There is an enormous number of documented
examples of such genetic background effects in all organisms
that have been investigated genetically.

The phenomenon of genetic background effects was al-
ready well recognized by geneticists in the second decade of
the 20th century, as illustrated, for example, in the multi-part
series of papers, dealing with coat color inheritance in mam-
mals by S. Wright, published in Journal of Genetics (Wright
1917a,b). (Wright would later achieve eminence as one of
the key founders of population genetics, but he started his
career in what was then known as “physiological genetics.”)
The whole matter, however, was raised to a new conceptual
level in the 1930s, by C. H. Waddington, a British develop-
mental biologist and geneticist, who called the totality of
interactions among genes and between genes and the envi-
ronment “the epigenotype.”

The epigenotype consists of the total developmental sys-
tem lying between the genotype and the phenotype through
which the adult form of an organism is realized (Waddington
1939). Although a clear concept of “gene regulation” did not

Table 1 Abridged list of different propositions for a definition of the gene in the current era given by
different authors

Essential Content or Character of the Proposition Classification Author(s)

These three first operational definitions give criteria, formal,
experimental and computational, for identifying genes in the
DNA sequences of genomes, annotation of genomes, and for
specifying the function of genes

Operational Snyder and Gerstein (2003)
Operational Pesole (2008)
Operational Stadler et al. (2009)

In these three following definitions, classified as molecular, the
structural and the functional gene are conceptually
distinguished and separated

Molecular Scherrer and Jost (2007)
Molecular Keller and Harel (2007)
Molecular Burian (2004)

In this definition two gene concepts, “gene-P (preformationist)”
and “gene-D (developmental)”, are distinguished

Complex Moss (2003)

This definition presents three different concepts of the gene:
instrumental, nominal and postgenomic

Complex Griffiths and Stotz (2006)

This definition aims at to define the gene on the basis of its
products and separates it from DNA

A new kind of redefinition Waters (1994)
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exist in the 1940s and 1950s, Waddington, with this con-
cept, was clearly edging toward it. When the Jacob-Monod
model of gene regulation came forth in the early 1960s,
Waddington promptly saw its relevance for development
(Waddington 1962; 1966) as, of course, did Jacob and
Monod themselves (Jacob and Monod 1961a,b; Monod
and Jacob 1961). The crucial point, with respect to the defi-
nition of the gene, is that genes are not autonomous, indepen-
dent agents—as was implicit in much of the early treatment of
genes, and which indeed remains potent in much contempo-
rary thinking, as exemplified in R. Dawkins’ still influential
book, “The Selfish Gene” (Dawkins 1976). Rather, they exert
their effects within, or as the output of, complex systems of
gene interactions. Today, we term such systems “genetic net-
works” or “genetic regulatory networks” (GRNs). Sewall
Wright, along with Waddington, was an early exponent of
such network thinking (Wright 1968), but themodern concept
of GRNs reached its fruition only in the late 1990s (reviewed in
Davidson 2001; Wilkins 2002; Davidson and Erwin 2006;
Wilkins 2007).

The conceptual consequences of viewing individual genes
not as autonomous actors but as interactive elements or
outputs of networks are profound. For one thing, it becomes
relativelyeasy to thinkabout thenatureofgenetic background
effects in terms of the structure of GRNs (Box 2). While much
of the thinking of the 20th century about genes was based on
the premise that the route from gene to phenotype was fairly
direct, and often deducible from the nature of the gene prod-
uct, the network perspective envisages far more complexity
and indirectness of effects. In general, the path from partic-
ular genes to specific phenes is long, and the role of many
gene products seems to be the activation or repression of the
activities of other genes. As a result, for most of these inter-
active effects, the normal (wild-type) function of the gene can
only rarely be deduced directly from the mutant phenotype,
which often involves complicated secondary effects resulting
from the disrupted operation of the GRN within which the
gene acts. Hence, the widely held popular belief that partic-
ular genes govern or “determine” particular traits, including
complex psychological ones (e.g., risk-taking, gender identity,

Box 1 The cis-trans test

Of fundamental importance in the operational definition of the gene is the cis-trans test (Lewis 1951; Benzer 1957). To test
whether mutations a and b belong to the same gene or cistron (Benzer 1957), or different cistrons, the cis-heterozygote a
b/+ + and the trans-heterozygote a +/+ b are compared. If the cis-heterozygotes, and the trans-heterozygotes are
phenotypically similar (usually wild type), they are said to “complement” one another, and the mutations are inferred to
fall into different cistrons. If, however, the cis-heterozygotes and the trans-heterozygotes are phenotypically different, the
trans-heterozygote being (usually) mutant, and the cis-heterozygote (usually) of wild type, the mutations do not com-
plement, and are inferred to belong to the same cistron. The attached figure clarifies the idea.

The principle of the cis-trans test. If mutations a and b belong to the same cistron, the phenotypes of the cis- and trans-
heterozygotes are different. If, however, the cis- and trans-heterozygotes are phenotypically similar, the mutations a and b
belong to different cistrons. The notation “works” on the Figure means that the cistron is able to produce a functional
polypeptide. Mutations a and b are recessive mutations that both affect the same phenotypic trait, such as the eye color of
D. melanogaster, for example.
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autism), as inferred from studies of genetic variants, is a gross
oversimplification, hence distortion, of a complex reality.

In effect, genes do not have independent “agency”; for the
most part they are simply cogs in the complex machinery of
GRNs, and interpreting their mutant phenotypes is often dif-
ficult. In contrast, the genes for which there is an obvious
connection between the mutant form and an altered pheno-
type are usually ultimate outputs of GRNs, such as pigmen-
tation genes, hemoglobins, and enzymes of intermediary
metabolism. These genes, however, also lack true autonomy,
being activated in response to the operation of GRNs. There-
fore, to fully understand how a gene functions, one must
comprehend the larger systems in which they operate. Ge-
netics, in this sense, is becoming systems biology, a point that
has also beenmade by others (see, for example, Keller 2005).
In effect, since genes can only be defined with respect to their
products, and those products are governed by GRNs, the par-
ticular cellular and regulatory (GRN) contexts involved may
be considered additional “dimensions” vital to specifying a
gene’s function and identity. The examples of “gene sharing,”
in which the function of the gene is wholly a function of its
cellular context, illustrate this in a particularly vivid way.
The “gene”—however it comes to be defined—can there-
fore be seen not as a three-dimensional entity but as a
multi-dimensional one.

Putting it all Together: Toward a New Definition of
the “Gene”

Where do all these considerations leave us? It took approx-
imately half a century to go from Johannsen’s wholly abstract
formulation of the term “gene” as a “unit of heredity,” to reach

the early 1960s concept of the gene as a continuous segment
of DNA sequence specifying a polypeptide chain. A further
half century’s worth of experimental investigation has
brought us to the realization that the 1960s definition is no
longer adequate as a general one. Yet the term “gene” persists
as a vaguely understood generic description. It is, to say the
least, an anomalous situation that the central term of genetics
should now be shrouded in confusion and ambiguity. That is
not only intellectually unsatisfactory for the discipline, but
has detrimental effects on the popular understanding of ge-
netics. Such misunderstanding is seen most starkly in the
situation noted earlier, the commonly held view that there
are individual genes responsible “for” certain complex condi-
tions, e.g., schizophrenia, alcoholism, etc. A clearer definition
of the term would thus help both the field of genetics, and,
ultimately, public understanding.

Here, therefore, we will propose a definition that we
believe comes closer to doing justice to the idea of the “gene,”
in light of current knowledge. It makes no reference to “the
unit of heredity”—the long-standing sense of the term—be-
cause we feel that it is now clear that no such generic univer-
sal unit exists. By referring to DNA sequences, however, our
definition embodies the hereditary dimension of genes (in a
way that pure “process”-centered definitions focused on gene
expression do not). Furthermore, in its emphasis on the ulti-
mate molecular products and reference to GRNs as both
evokers and mediators of the actions of those products, it
recognizes the long causal chains that often operate between
genes and their effects. Our provisional definition is this:

A gene is a DNA sequence (whose component segments do not
necessarily need to be physically contiguous) that specifies one
or more sequence-related RNAs/proteins that are both evoked

Box 2 Interpreting “genetic background” effects in terms of GRNs

Genetic background effects typically exhibit either of two forms, when a pre-existing mutation, with an associated
phenotypic manifestation, is crossed into a different strain: the reduction (“suppression”) of the mutant phenotype or its
increase (“enhancement”). The effects involve either changes in the degree (“expressivity”) of the mutant effect, or the
number of individuals) affected (its “penetrance”), or both. When analyzed genetically, these effects could often be traced
to specific “suppressor” or “enhancer” loci, which could be either tightly linked or distant in the genome from the original
mutant locus. Typically regarded as an unnecessary complication in analysis of the original mutation, they were usually
not pursued further. Yet, in terms of current understanding of GRNs, they are not, in principle, mysterious. Each gene that
is part of a GRN can be thought of as either transmitting a signal for the activation or repression of one or more other
“downstream” genes in that network, but, given the hierarchical nature of GRNs, it follows that a mutational alteration in
a specific gene in the network can be either strengthened or reduced by other mutational changes in the network, either
upstream or downstream of the original mutation. The particular effect achieved will depend on the characteristics of
each of the two mutations involved—whether they are loss-of- or gain-of-function mutations—and the precise nature of
their connectivity. Such effects are most readily illustrated with linear sequences of gene actions, genetic pathways
(Wilkins 2007), but can be understood in networks, when the network structure and the placement of the two genes
within them is known. Some genetic background effects, in principal, however, might involve partially redundant net-
works, in which the effects of the two pathways are additive. In those cases, a mutant effect in one pathway may be either
compensated, hence suppressed, or exacerbated, by a second mutation in the other pathway, the precise effects again
depending upon the specific characteristics of the mutations and the degree of redundancy between the two GRNs.
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by GRNs and participate as elements in GRNs, often with in-
direct effects, or as outputs of GRNs, the latter yielding more
direct phenotypic effects.

This is an explicitly “molecular” definition, but we think
that is what is needed now. In contrast, “genes” that are
identified purely by their phenotypic effects, as for example
in genome-wide association study (GWAS) experiments,
would, in our view, not deserve such a characterization until
found to specify one or more RNAs/proteins. The genetic
effects picked up in such work often identify purely regula-
tory elements, and these should not qualify as genes, only as
part of genes. Our definition, like the classic 1960s’ formula-
tion, makes identifying the product(s) crucial to delimiting,
hence identifying, the genes themselves. It, however, also
emphasizes themolecular and cellular context in which those
products form and function. Those larger contexts, in effect,
become necessary to define the function of the specifying
gene(s).

The new definition, however, is slightly cumbersome. We
therefore offer it only as a tentative solution, hence as a
challenge to the field to find a better formulation but one
that does justice to the complex realities of the genetic ma-
terial uncovered in the past half-century.
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