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ABSTRACT The conformational flexibility of a biomolecule may play a crucial role in its biological function. Small-angle x-ray
scattering (SAXS) is a very popular technique for characterizing biomolecule flexibility. It can be used to determine a possible
structural ensemble of the biomolecule in solution with the aid of a computer simulation. In this article, we present a tool written in
Python, which iteratively runs multiple independent enhanced sampling simulations such as amplified collective motions and
accelerated molecular dynamics, and an ensemble optimization method to drive the biomolecule toward an ensemble that
fits the SAXS data well. The tool has been validated with a protein and an RNA system, i.e., the tandem WW domains of
formin-binding protein 21 and the aptamer domain of SAM-1 riboswitch, respectively. These Python scripts are user-friendly
and can be easily modified if a different simulation engine is preferred.

INTRODUCTION
Small-angle x-ray scattering (SAXS) has been widely used
to obtain low-resolution structural information for large bio-
molecules in solution (1). Compared to other experimental
techniques, SAXS is particularly useful for characterizing
the flexibility of biomolecules (2). Many recent studies
show the possibility of combining experimental SAXS
data and computational simulation to interpret biomolecule
dynamics in solution (3,4).

Two strategies, refining-while-sampling and screening-
after-sampling, are generally applied to integrate low-
resolution SAXS data into the structural modeling of
biomolecules (4). For a refining-while-sampling method
such as found in Zheng and Tekpinar (5) and Björling et al.
(6), a pseudo energy term based on the SAXS data is de-
signed, then a conformation or an ensemble is simulated in
optimizing the energy. Such an approach is efficient, but
source code must be modified to change the energy function,
which may not be an easy job for someone with little pro-
gramming skill and knowledge about simulation algorithms;
furthermore, different research groups prefer different simu-
lation engines. In screening-after-sampling methods such as
those found in the literature (7–14), simulations without
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SAXS restraint are first carried out to generate a large pool
of structures that covers the conformational space of the
biomolecule. Then, an ensemble containing a small number
of conformations selected from the pool is determined to fit
the SAXS data. This strategy is particularly suitable for flex-
ible systems. Although there is no need to change the simu-
lation code, adequate sampling of the conformational space
is crucial for such an approach—which is a nontrivial issue,
especially for very large biomolecules.

To our knowledge, this article presents a new computa-
tional tool for the SAXS-oriented ensemble refinement
(SAXS-ER) of flexible biomolecules, which has the advan-
tages of both strategies, but not the disadvantages. Our tool
consists of cycles of 1) multiple independent enhanced sam-
pling simulation, and 2) selection of an ensemble that con-
tains a certain number of conformations from the combined
trajectories, which best reproduce the SAXS data at this
stage, to start the next simulation cycle. We designated
this approach as an iterative screening-after-sampling strat-
egy, and it may drive the ensemble of the biomolecule to fit
the SAXS data better and better until it converges.

In the Materials and Methods, we introduce the biomole-
cular systems of interest, the SAXS data acquisition and the
computational details of SAXS-ER. In the Results and Dis-
cussion, we apply this tool to two biomolecules, the tandem
WW domains of formin-binding protein 21 (FBP21-WWs)
and the ligand-free SAM-1 riboswitch aptamer domain
(free SAM-1 aptamer). Finally, we provide concluding
remarks.
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MATERIALS AND METHODS

Biomolecular systems and SAXS data

The formin binding protein 21 (FBP21) is a structural component of the

mammalian spliceosomal A/B complex, which plays an important role in

pre-RNA splicing (15). The C-terminus of the protein consists of two

group-III WW domains (designated ‘‘FBP21-WWs’’), and a NMR

ensemble containing 20 structural models (i.e., PDB: 2JXW) has been

resolved (16). Each model has 75 amino acid residues. The individual

domains are denoted as ‘‘WW1’’ (residues 6–32) and ‘‘WW2’’ (residues

47–73), respectively, and are structurally well converged. However, a

flexible linker (residues 33–46) allows various orientations between the

two domains. Because long-range NMR restraints are lacking, we have

collected SAXS data for FBP21-WWs (17) to determine the structural

ensemble of the protein in solution.

The SAM-1 riboswitch is a RNA element that binds to S-Adenosyl

Methionine (SAM) and controls expression of genes for Met and Cys

biosynthesis in Gram-positive bacteria (18). The aptamer domain contains

94 nucleotides of the SAM-1 riboswitch in the presence of SAM, and mag-

nesium can form a stable structure (19). However, Stoddard et al. (20) have

found that the solution scattering data of the ligand-free SAM-1 aptamer

shows an obvious discrepancy with the theoretical curve of the ligand-

bound crystal structure, and the former may exist as multiple states in solu-

tion. Starting from the crystal structure with the ligand removed, we wanted

to construct an ensemble of the free SAM-1 aptamer to reproduce the SAXS

data. The SAXS data of the free SAM-1 aptamer was taken from www.

bioisis.net with the Bioisis ID: 1SAMRR, and more details can be found

in Stoddard et al. (20).
Enhanced sampling techniques

Although an MD simulation is popularly used to generate the conformation

of a biomolecule (21), a sampling issue may often arise (22). A flexible

biomolecule usually exists in multiple conformational states in solution.

In a standard MD simulation on a limited timescale, the biomolecule

may be trapped in few local states, so that global conformational transitions

are rarely sampled due to the complicated energy landscape of the biomol-

ecule (23). Such inefficient sampling in a MD simulation may not be able to

properly interpret the experimental SAXS data. Enhanced sampling tech-

niques (24) can be used to resolve this problem.

We previously developed a sampling method known as amplified collec-

tive motions (ACM) (25), which calculates a few low-frequency normal

modes for a biomolecule in an elastic network model (26), and couples

these modes in a high temperature bath in atomic MD simulations to

adequately explore the collective motion of the biomolecule. Accelerated

molecular dynamics (aMD) (27) improves the sampling efficiency in

reducing the energy barrier separating adjacent conformational states of

the biomolecule. The method modifies the potential energy and raises these

energy wells below a predetermined threshold value, which may allow the

biomolecule to sample its conformational space extensively.

The ACM method implemented in the GROMACS-4.5.5 package (28)

was used for FBP21-WWs, and aMD encoded in AMBER14 (29) was

used for the free SAM-1 aptamer. All of the simulation details are described

in the Supporting Material. The sampling efficiency of ACM and aMD

compared to the standard MD are shown in Figs. S1 and S2, respectively,

in both the root mean square deviation (RMSD) to the starting structures

and the principal component analysis (PCA) (30). A description of how

to carry out PCA is presented in the Supporting Material.
Ensemble optimization method

The ensemble optimization method (EOM) (7) was used to select an

ensemble containing a small number of conformations of the biomolecule
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from a large structural pool generated in enhanced sampling to fit the

SAXS data. Several programs in the ATSAS-2.4.3-1 package (31) were

run sequentially. A theoretical scattering profile was calculated in CRYSOL

(32) for each conformation in the pool. A master file combining all of the

scattering intensities was created in ONEFILE. The program GAJOE was

run twice. The first run created the file listing sizes (Rg and Dmax) for all

of the conformations, and the second run produced the final EOM. The

search procedure for the EOM is to minimize the fitting residual between

the experimental and calculated SAXS profiles using the genetic algorithm:

c ¼
(

1

K � 1

XK
i¼ 1

�
mIcalðqiÞ � IexpðqiÞ

sðqiÞ
�2)1=2

; (1)

where K is the number of data points in Iexp(q), and s(q) are experimental

errors, Ical(q) is the average of the theoretical scattering profiles of these

conformations in the ensemble, and m is a scaling factor. An automatic sub-

traction of a constant from the experimental data is allowed to facilitate the

fitting. The momentum transfer q equals to 4p sinq/l, in which 2q is the

scattering angle and l is the wavelength. After a certain number of cycles

of independent search (the default number is 50), the ensemble with the

minimal c was chosen. The ensemble size was set to a default value of

20 and no repetition was allowed.

Recently, an advanced EOM 2.0 was developed (33), in which the

ensemble size can be optimized during the search procedure. We also

used this new version of EOM (as implemented in the ATSAS-2.7.2 pack-

age) in our SAXS-ER.
SAXS-ER procedure

This tool uses several steps (Fig. 1). Python scripts for running the entire

process using either ACM or aMD and corresponding tutorials are freely

available under a GNU public license from the website https://github.

com/pcheng27/SAXS-ER/tree/v1.1, and the DOI is http://doi.org/10.

5281/zenodo.243155.

1) Set up the system starting from an initial structure of the biomolecule, and

perform a preliminary enhanced sampling (ACM or aMD) simulation.

2) Run EOM on the structural pool generated in the simulation, and pick

the ensemble with the minimal c (Eq. 1) to the SAXS data. The

ensemble size is Nes.

3) Starting from the Nes conformers selected in EOM, Nsim (RNes) inde-

pendent ACM/aMD simulations are carried out. Multiple independent

short-time simulations may achieve a better sampling than a single

long-time simulation (34).

4) Run EOM on the structural pool in combining the Nsim trajectories.

5) Repeat steps 3 and 4 for 10 cycles. If both c and the average Rg (hRgi) of
the ensemble converge, stop the simulation and pick the final ensemble.

Otherwise, run the simulation for another 10 cycles.
RESULTS AND DISCUSSION

FBP21-WWs

We ran a SAXS-ER starting frommodel 1 in the NMR struc-
tures of FBP21-WWs (16). The ensemble size of EOM was
Nes ¼ 20. Each cycle consisted of Nsim ¼ 20 independent
100-ps ACM simulations, in which the low-frequency col-
lective motions were coupled at 500 K. The evolution of
the sampled conformational space of FBP21-WWs with
the iteration cycles are shown in projections onto the PCA
modes (Fig. S3). The SAXS profiles of the ensembles are

http://www.bioisis.net
http://www.bioisis.net
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https://github.com/pcheng27/SAXS-ER/tree/v1.1
http://doi.org/10.5281/zenodo.243155
http://doi.org/10.5281/zenodo.243155


FIGURE 1 General workflow of SAXS-ER.
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plotted against cycle number in Fig. S4 to show how they
evolve to fit the experimental data. It is found that c con-
verges very fast in the first three cycles (Fig. 2 a, squares)
while hRgi of the corresponding ensemble (Fig. 2 a, trian-
gles) starts to saturate at approximately the fifth cycle
(Fig. 2 a, red triangle). Considering the low-resolution na-
ture of SAXS data, we used both metrics as criteria to select
the final ensemble, to avoid overfitting. Therefore, the
ensemble of 20 conformations at the fifth cycle (Fig. 2 b,
created by VMD (35)) was selected to reproduce the
SAXS profile. The c-values of individual SAXS curves in
the ensemble range from 0.48 to 0.87 (Fig. S5 a), but their
average profile gives a c of 0.16 to the experimental data
(Fig. 2 c), which is significantly less than the value of the
initial ensemble (Fig. S5 b). This result suggests that the
protein should be represented in an ensemble of different
conformers. The Rg values of these conformations in the
ensemble range from 16.0 to 26.6 Å, with hRgi of 19.9 Å,
which is close to the value (19.6 5 0.4 Å) estimated from
the experimental data. This result indicates that the protein
may take either a compact or extended conformation in so-
lution, which is consistent with the EOM result for long MD
trajectories with 2 ms (36). However, it should be noted that
the total timescale of the SAXS-ER is up to 20 ns (100 ps �
20 conformers � 10 cycles). Our tool is efficient because it
needs only a relatively short simulation time to obtain an
appropriate structural ensemble to fit the SAXS data.

Starting from different conformations, multiple SAXS-
ER runs were carried out with different simulation times
for each cycle, or different ACM parameters. These ensem-
bles (Fig. S6) are rather similar to the one shown in Fig. 2 b
in the relative orientation between the two WW domains.
We also tried a SAXS-ER using EOM 2.0 (33), in
which the ensemble size Nes can be optimized (Fig. S7).
After the 18th cycle, both c and hRgi became saturated
(Fig. S7 a), so we selected the ensemble at this cycle as final.
Nes varies from 5 to 20 with the iterative cycles (Fig. S7 b).
The final selected ensemble contains 14 conformers (Fig. S7
c), and its back-calculated SAXS profile is in good agree-
ment with the experimental data (Fig. S7 d). Despite its
different size, the ensemble shows a similar domain orienta-
tion with those with Nes ¼ 20 (Figs. 2 b and S6). The latter
include more conformers with similar shapes than the
former. Overall, the results indicate that the ensembles
generated in SAXS-ER are reliable. The two WW domains
can be either close or distant to each other in solution, which
may facilitate their cooperative binding with different
ligands.
Biophysical Journal 112, 1295–1301, April 11, 2017 1297



FIGURE 2 The SAXS-ER results for FBP21-WWs. (a) The minimal c

and the corresponding hRgi at each cycle. The final selected ensemble at

the fifth cycle is indicated by a red triangle. (b) The conformers in the final

selected ensemble, which are superimposed on the WW1 domain (colored

in red). TheWW2 domain is colored in yellow, the linker is colored in cyan,

and the N- (residues 1–5) and C-terminus (residues 74–75) are both colored

in gray. (c) The back-calculated SAXS profile of the final selected ensemble

(black) is fitted to the experimental data (red). To see this figure in color, go

online.
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To compare SAXS-ER with other methods, the program
Ranch in the ATSAS package was used to generate 10,000
conformers of FBP21-WWs in rigid-body modeling, and
then EOM and EOM 2.0 were run to select an ensemble
from the pool to reproduce the experimental SAXS data
(Fig. S8). We also used the flexible-meccano statistical
coil model (37) to generate a pool containing 10,000 con-
formers, and again ran EOM and EOM 2.0 to select an
ensemble (Fig. S9). These ensembles are different than
those generated in SAXS-ER (Figs. 2 b, S6 and S7), which
are clearly indicated in their projections onto the 2D plane
of the PCA modes (Fig. S10). Ranch or flexible-meccano
only consider relatively simple interactions, so the models
generated may freely take many different orientations be-
tween the twoWW domains (Figs. S8 a and S9 a). However,
SAXS-ER performs all-atom simulations with a well-
defined force field, and the sampled conformations would
be physically more reasonable than the simple models.
Many conformers in the SAXS-ER ensembles are located
at a particular region on the plane (Fig. S10, red circles),
whereas the Ranch/flexible-meccano ensembles consist of
diverse conformations with a wide distribution (Fig. S10,
green and blue circles). Due to the low-resolution nature
of the SAXS data and the overfitting problem, the ensembles
from SAXS-ER and the other two methods have nearly the
same c-values for fitting the experimental data, but the
former may present more realistic protein conformations
in solution than the latter. Moreover, additional quantitative
information about these conformations, such as the energy
and the population, could be extracted from the MD
simulation.
Free SAM-1 aptamer

A SAXS-ER of the free SAM-1 aptamer was carried out
with up to 30 cycles by using a 200-ns MD trajectory to es-
timate the aMD parameters. The ensemble size of EOM was
Nes ¼ 20. Each cycle consisted of Nsim ¼ 20 independent
100-ps aMD simulations. The evolution of the sampled
conformational space with iteration cycle is shown in pro-
jections onto the PCA modes (Fig. S11). The SAXS profiles
of the ensembles are plotted against the cycle number in
Fig. S12, to show how they evolve to fit the experimental
data. The value c (Fig. 3 a, squares) converges more slowly
than in the SAXS-ER of FBP21-WWs (Fig. 2 a, squares),
from an initial value of 7.37 to a final value of 0.86. The
parameter hRgi of the corresponding ensemble increases
from the initial 22.2 Å to a final value of 24.7 Å (Fig. 3 a,
triangles), which is consistent with the value (24.8 5
0.0 Å) estimated from the experimental SAXS data. We
selected the ensemble at the 23rd cycle as final because
both c and hRgi were saturated. The 20 conformers in this
ensemble were superimposed using the subdomain P4
(Fig. 3 b, blue). The c-values of individual SAXS curves
in the ensemble range from 1.07 to 2.33 (Fig. S13 a), but



FIGURE 3 The SAXS-ER results for the free SAM-1 aptamer. (a) The

minimal c and the corresponding hRgi at each cycle. The final selected

ensemble at the 23rd is indicated by a red triangle. (b) The conformers in

the final ensemble, which are superimposed on the subdomain P4 (nucleo-

tides 69–82, colored in blue). The location of SAM is approximated by a red

star. (c) The back-calculated SAXS profile of the final ensemble (black) is

fitted to the experimental data (red). To see this figure in color, go online.
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their average profile gives an c of 0.86 to the experimental
data (Fig. 3 c), which is significantly less than the value of
the initial ensemble (Fig. S13 b). The Rg values of these con-
formers range from 24.1 to 25.2 Å. The result suggests that
the aptamer can assume multiple conformations in solution
without the ligand. Orientations of the subdomains P1
(Fig. 3 b, violet) and P3 (Fig. 3 b, green), as well as their dis-
tances, are variable, which result in the opening/closing
of the ligand-binding site. Stoddard et al. (20) generated tra-
jectories of the free aptamer using rigid-body torsion angle
MD simulations, and also selected a set of conformations
against the SAXS data. Although different simulation
algorithms were used, our results show agreement with their
ensemble.

The structural ensemble of another SAXS-ER simulation
of the free SAM-1 aptamer is shown in Fig. S14. The
RMSDs of all of the P atoms of the conformers in the two
ensembles (Figs. 3 b and S14) were measured. For any
conformer in one ensemble, at least one conformer in the
other ensemble can be found that has a RMSD % 3 Å,
which indicates that the two ensembles are similar. A
SAXS-ER using EOM 2.0 (33) was also run to optimize
the ensemble size (Fig. S15). The ensemble size is five at
the most cycles (Fig. S15 b), and the final ensemble at the
28th cycle is shown in Fig. S15 c. Although Nes is signifi-
cantly smaller, the conformers are still similar to those
within the larger (Nes ¼ 20) ensembles (Figs. 3 b and
S14) according to the RMSD calculations. The latter contain
more conformers with similar RMSD values than the
former. It should be noted that it may not be convenient to
use the Ranch or flexible-meccano on the free SAM-1
aptamer because it is not as straightforward as for FBP21-
WWs to determine which parts are rigid or flexible. How-
ever, this is not an issue for our method.
CONCLUSION

Among the structural modeling methods for biomolecules
that integrate SAXS, our SAXS-oriented ensemble refine-
ment tool has the following features: 1) Modification of
the complicated simulation code is not required, because
this tool uses a screening-after-sampling strategy. 2) Exten-
sive simulations are not necessary to cover the conforma-
tional space of the biomolecule. By iteratively running
enhanced simulations and EOM, the sampling is efficiently
guided by the SAXS data, in a similar manner to refining-
while-sampling methods. 3) Although computationally
more expensive than other methods that use simple models,
SAXS-ER is very suitable for massive parallel computing
because it comprises a number of independent simulations.
4) The tool is easy to use and flexible. Any simulation pack-
age, sampling method, and ensemble selection algorithm
can be chosen by simply changing the Python script.
SUPPORTING MATERIAL

Supporting Material and fifteen figures are available at http://www.

biophysj.org/biophysj/supplemental/S0006-3495(17)30238-2.
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