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Abstract

Cancer genomic instability contributes to the phenomenon of intratumoral genetic heterogeneity, 

provides the genetic diversity required for natural selection and enables the extensive phenotypic 

diversity that is frequently observed among patients. Genomic instability has previously been 

associated with poor prognosis. However, we have evidence that for solid tumors of epithelial 

origin, extreme levels of genomic instability, where more than 75% of the genome is subject to 

somatic copy number alterations, are associated with a potentially better prognosis compared to 

intermediate levels under this threshold. This has been observed in clonal subpopulations of larger 

size, especially when genomic instability is shared among a limited number of clones. We 

hypothesize that cancers with extreme levels of genomic instability may be teetering on the brink 

of a threshold where so much of their genome is adversely altered that cells rarely replicate 

successfully. Another possibility is that tumors with high levels of genomic instability are more 

immunogenic than other cancers with a less extensive burden of genetic aberrations. Regardless of 

the exact mechanism, but hinging on our ability to quantify how a tumor’s burden of genetic 
aberrations is distributed among coexisting clones – genomic instability has important 

therapeutic implications. Herein, we explore the possibility that a high genomic instability could 

be the basis for a tumor’s sensitivity to DNA damaging therapies. We primarily focus on studies of 

epithelial-derived solid tumors.

Keywords

genomic instability; clonal evolution; error catastrophe; DNA-damaging therapy; TP53

*To whom correspondences should be addressed. Hanlee P. Ji, Division of Oncology, Department of Medicine – Stanford University 
School of Medicine, CCSR 1115, 269 Campus Drive, Stanford, CA 94305-5151, genomics_ji@stanford.edu. 

Conflict of interest
The authors declare no conflicts of interest.

HHS Public Access
Author manuscript
Cancer Res. Author manuscript; available in PMC 2018 May 01.

Published in final edited form as:
Cancer Res. 2017 May 01; 77(9): 2179–2185. doi:10.1158/0008-5472.CAN-16-1553.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Introduction

Genomic instability has long been recognized as one of the drivers of carcinogenesis and 

acquired therapeutic resistance. Genomic instability has been called a “facilitating 

characteristic” that helps to generate the hallmarks of cancer (1,2). Cancer cells accrue 

thousands of mutations. They lose and gain entire segments of chromosomes that can 

involve whole chromosomal arms. Even in cases where cancer cells have the majority of 

their genomes altered by somatic copy number changes, these cells continue to flourish (3). 

How cells tolerate such extensive changes in genomic integrity remains a mystery. As long 

as those changes are confined to gene dosage, they may generally be tolerable at the cell 

level (4,5). But when genomic instability continues to increase it eventually reaches a level 

where the consequences of gross genomic changes become lethal to the cell. Evidence that 

the extent of mutations cannot increase endlessly without adversely affecting cell fitness (6–

10) implies the existence of a tolerance limit of genomic instability.

One question is whether the genomic instability limit is related to the rate at which new 

mutations occur or the cumulative mutation burden that accrues over time. Similarly, what 

kinds of mutations drive a cell towards the limit; how does the impact of somatic point 

mutations differ from large-scale somatic copy number alterations (Fig. 1a,b)? In this review 

we will discuss the possibility of a non-monotonic relation between genomic instability and 

cancer cell fitness. Hereby, we distinguish between four different perspectives on genomic 

instability, comparing somatic point mutations to copy number alterations on one hand and 

mutation rate to cumulative mutation burden on the other hand. We discuss cell-intrinsic and 

cell-extrinsic mechanisms that could account for this non-monotonic relation (Figure 1c–e). 

We discuss the challenges of measuring genomic instability in a heterogeneous population 

and finish with perspectives on potential prognostic and therapeutic implications (Figure 2).

Cumulative somatic point mutation (SPM) burden

A tumor’s SPM burden at a given time point depends on the efficacy of SPM appearance 

(i.e. SPM rate) and clearance (e.g. TP53 induced apoptosis) and on how many cell 

generations have occurred after the first tumor cell of origin emerged.

In some cancer types, patients whose tumors have a high SPM burden have a consistently 

improved prognosis compared to those with a low SPM content. For example, a favorable 

prognosis is seen in patients with colorectal cancers that have microsatellite instability (MSI) 

(11). This molecular phenotype results from the loss of DNA mismatch repair, which leads 

to a dramatically increased mutation rate. The favorable prognosis linked to MSI positive 

tumors suggests that MSI positive tumor cells have difficulty tolerating either the rate at 

which SPMs accumulate in these tumors, or the overall SPM burden.

Intolerance to high SPM burden could be accounted for by the immune system (Figure 1c). 

Tumors with high SPM burden generate new peptides via nonsynomous mutations, 

frameshifts and other genetic aberrations in coding regions. These mutations lead to new 

amino acid sequences (i.e. neoantigens) that the immune system has not encountered. The 

concept of immune surveillance of cancers is based on genomic instability generating non-
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self epitopes (12). There is evidence that tumors with more point mutations (13,14) respond 

better to immune checkpoint therapy than more genetically stable tumors, the most dramatic 

examples being MSI-positive colorectal cancers (15). A similar correlation is observed in 

metastatic melanomas that are known to have high mutation burden resulting from 

ultraviolet exposure (16).

Investigating the relationship between genomic instability and immunogenicity is 

complicated by the fact that most cancers evolve mechanisms to evade the immune system. 

Thus, in some cases, the number of immunogenic neoantigens may have no effect as tumors 

have effectively suppressed the immune cellular response (12).

Cumulative burden of somatic copy number alterations (SCNAs)

SCNAs differ from SPMs in that they can encompass vast regions of a cell’s genome. 

SCNAs have a locus-specific frequency that is two to four orders of magnitude greater than 

that of point mutations (17). A measure of cumulative SCNA burden is defined as the 

percentage of a genome affected by SCNAs (18).

SCNAs confer substantial phenotypic plasticity and have been described as the driving force 

of genetic diversification (19). There is evidence supporting a greater role for SCNAs rather 

than SPMs in developing and maintaining neoplastic cell population diversity (19–21). 

Specifically, gene duplication may be the most important evolutionary force on the organism 

level (22). However, we and others have found evidence for a limit in the cumulative SCNA 

burden that a tumor with its diverse clonal subpopulations can tolerate (3,23,24).

Using fluorescent in-situ hybridization (FISH) of chromosomes 2 and 15 centromeres, a 

study of estrogen receptor (ER) negative breast tumors revealed that patients with tumors 

where greater than 45% of the cells had chromosomal abnormalities had a significantly 

better prognosis compared to patients with lower number of chromosomal abnormalities 

(24). Chromosomes 2 and 15 were selected because they are rarely altered in breast cancer, 

and so copy number changes in those chromosomes are probably indicative of widespread 

instability across the genome. Along similar lines, another study examined the gene 

expression of breast cancers that were ER negative and HER2 negative (a.k.a., ERBB2) (23). 

Those ER-/HER2- tumors with a gene expression indicative of chromosomal instability 

(highest quartile) were associated with increased time until relapse compared to ER-/HER2- 

breast cancer with expression levels in the next lowest quartile (23). The same study 

observed slower progression of squamous non-small cell lung tumors, ovarian and gastric 

tumors burdened with high genomic instability as compared to intermediate levels (23).

Our study analyzed the exomes of more than 1,000 tumors across 12 cancer types from the 

Cancer Genome Atlas Project (TCGA) and also found evidence for the existence of a limit 

in a tumor’s ability to tolerate extensive SCNAs (3). Tumors with 50–75% cumulative 

SCNA burden (as defined above) represent the highest risk group among individuals with 

bladder cancer, head and neck cancer, lung adenocarcinoma, stomach adenocarcinoma, 

cervical cancer and low-grade gliomas (3). Notably, this 75% threshold is not a result of 

artificially splitting the cohorts into quartiles, but is the fraction of the tumor’s genomes 
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affected by SCNAs. Our results suggest that tumors with greater than 75% SCNA burden 

have exceeded a threshold of tolerable SCNA burden that limits the tumor’s lethal potential.

We confirmed the same threshold of 75% cumulative SCNA burden when analyzing two 

additional datasets, including 2,010 tumors across seven distinct cancer types (3). The 

persistent observation of a tolerance limit when 75% of a cancer’s genome is affected by 

SCNAs, across several cancer types, is surprising. It suggests that the mechanism that limits 

the cumulative total of SCNAs may be cell-type independent.

This limit to genomic instability may be explained by several biophysical constraints. For 

example, changes in chromosome size alter chromosomal alignment to the center of the 

nucleus and thereby impact metaphase efficiency (25). Chromosome size and shape also 

influence what force is needed to pull sister chromatids apart during mitosis (26). Large 

SCNAs may result in altered chromosomal structures that require higher forces than the 

spindle apparatus can exert. Whether or not the limit on the accumulation of SCNAs is due 

to such biophysical constraints remains an open question.

An alternative mechanism that could account for the SCNA tolerance limit involves gene 

dosage. DNA copy number correlates positively with expression levels for 99% of all 

abundantly expressed human genes (5). Cancers with a significant number of large-scale 

SCNAs may amplify the expression of neoantigens. Tumors with these amplification 

characteristics may have a higher degree of immune cellular infiltration compared to tumors 

that do not have such extensive changes in their genomes.

A special case of large-scale SCNAs occurs with whole-genome doubling, when the ploidy 

of a given tumor cell increases. Copy number profiling of more than 4,900 primary tumors 

across 11 cancer types has shown these somatic events to occur in a surprisingly large 

fraction of 37% of cases (27). For some cancer types, as many as 70% of tumors 

demonstrate aneuploidy (28). Whole-genome doubling has been attributed as an early event 

in tumor progression (28,29). There are potential benefits to ploidy increases. For example, a 

study in flowering plants has shown that masking deleterious mutations can increase the 

fitness of tetraploids relative to diploids for hundreds to thousands of generations (30). 

Having four copies of every gene may benefit tetraploid tumors to tolerate more functionally 

disruptive SPMs, but potentially at the cost of having exceeded the GI limit. Alternatively, 

even though whole-genome doublings change the copy number status of 100% of the 

genome, the uniformity of whole-genome doublings may render these events neutral with 

respect to reaching the GI limit. Distinguishing between these possibilities will require 

further studies.

Somatic point mutation rate

Among tumors with high levels of SPMs, a proportion has high error rates versus those with 

low error rates that have steadily accumulated SPMs over extended periods of time. 

Simulation studies have provided some insights into how natural selection adjusts mutation 

rate among asexually reproducing populations (7,31). For example, one study found that 

under fluctuating environmental conditions (e.g. changes in temperature or oxygen 
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availability), the SPM rate increases until it reaches an intolerable level that leads to 

extinction (32). Importantly, these models suggest that fitness beyond this threshold declines 

precipitously (7,31).

Another model found that a higher SPM rate acquired as an early event in neoplastic 

transformation, leads to rapid tumor growth (33). However, beyond an optimum point 

mutation rate, this model found with higher mutation rates, negative clonal selection occurs 

that is less favorable for cellular expansion. The location of the optimum in this model was 

highly variable due to its dependence on the fitness landscape.

Most cancer genome studies provide an individual tumor’s SPMs at a single time point. In 

general, one needs multiple samples from at least two time points to accurately estimate 

mutation rate (34,35). The scarcity of longitudinal data makes it difficult to investigate 

whether a tumor’s mutation rate is bound by an upper limit. Empirical proof for the above-

mentioned theoretical models comes from unicellular organisms with small genomes or 

from viruses such as the human immunodeficiency virus (HIV). For example, even slight 

increases in the SPM rate of HIV leads to decreased viral fitness, suggesting that the 

mutation rate in HIV is indeed in close proximity to the error threshold (36). In the case of 

cancer, measuring SPM rate is difficult because it requires sampling the same tumor at 

multiple time points, and tracing the evolution of multiple subclones that coexist within that 

tumor.

Apart from these experimental challenges, the inverse correlation between genome sequence 

length and SPM tolerance (8,31,37) suggests that the threshold may have limited relevance 

in cancer because of the vast extent of non-coding regions in the human genome.

The mechanisms that account for a limit of the SPM rate are distinct from those that could 

explain a limit in SPM burden tolerance. For example, the immune system is likely more 

sensitive to a cell’s effective overall SPM burden (represented as the net count of 

neoantigens presented) than to the rate at which these SPMs had accumulated inside the cell. 

What mechanisms could account for the existence of an SPM rate limit?

The concept of an error rate limit was introduced by Schrodinger in the context of the origin 

of life (38). For life to evolve and natural selection to work, information must be preserved 

through inheritance. If the mutation rate exceeds the catastrophe threshold or “error 

threshold” (7,37) (Figure 1e), then the information in the genome decays and cannot be 

maintained across generations. This phenomenon has been referred to as a mutational 

meltdown and is applicable to unicellular organisms, multicellular organisms and neoplastic 

cells (39,40). Theoretical models and evolutionary experiments support the existence of such 

an error catastrophe threshold (6–10).

As another alternative mechanism, gatekeeper genes may account for the existence of an 

SPM rate limit. For example, the TP53 protein, a tumor suppressor, is a regulator of a G1 

cell cycle checkpoint and of apoptosis following DNA-damage (41). Oxidative stress is both 

a potent inducer of TP53 (42) and a primary cause of somatic SPMs (43, 44). The conditions 

that cause the acquisition of SPMs beyond a certain threshold within a single cell generation 
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may also activate TP53 and other gatekeeper genes, halting the cell cycle and initiating 

apoptosis (Figure 1e).

Somatic copy number alteration rate

The large size of large-scale SCNAs relative to the human genome renders SCNA rate even 

more difficult to measure than SPM rate. While the genomic coordinates of two 

independently acquired SPMs are highly unlikely to overlap, the same is not true for 

SCNAs. A tumor can loose one copy of a diploid chromosome early in tumor development 

only to undergo duplication of the remaining copy in later cell generations. While overall 

SPM burden can be a proxy of SPM rate (when also considering tumor size), the fluctuating 

presence of SCNAs renders overall SCNA burden less accurate in approximating SCNA 

rate.

Two studies measured the SCNA rate and clonal dynamics of Barrett’s esophagus (34,45) – 

a dysplastic condition that has a risk of transforming into invasive carcinoma. In the first 

study, multiple biopsies from four or more timepoints were subject to analysis with SNP 

arrays – phylogenetic methods were used to estimate the SCNA rate. The authors found that 

in general, when patients with Barrett’s esophagus started taking non-steroidal anti-

inflammatory drugs, their SCNA rate dropped by an order of magnitude (34). In the second 

study, multicolor fluorescent in situ hybridization (FISH) was applied to brush cytology 

specimens from two to three time points. Using this data, the authors measured the 

frequency and rate of clonal expansions. These studies point to experimental methods that 

can be used to measure the SCNA rate in other types of tumors.

Apoptosis initiated by DNA damage may account for an SCNA rate limit. The repair of 

DNA double-strand breaks is a mechanism for SCNAs (17). Moreover, DNA breaks can 

initiate TP53-dependent signal transduction. In contrast, DNA lesions other than strand 

breaks, such as thymine dimers, are not directly capable of triggering TP53 induction (46). 

This observation suggests that gatekeeper genes may limit the tolerable SCNA rate more so 

than SPM rate, at least until those gatekeeper genes themselves are deleted or inactivated.

Distinction between intra-tumor genetic heterogeneity and genomic 

instability

Genomic instability is the driving force of intra-tumor genetic heterogeneity. If a cell’s 

ability to tolerate genomic instability is limited, then population plasticity may be limited as 

well. We examined over 1,000 treatment-naïve tumors and identified a non-monotonic 

association between survival and the number of clones detected at more than 10% cell 

frequency (3). We found that increasing clone number was associated with decreased overall 

survival. However, this relationship was only observed up to a maximum clonal diversity of 

four subclones. A clonal count higher than four per a tumor was not associated with further 

reduction in overall survival. In fact, we conducted a multivariate analysis and discovered 

that diversity beyond four clonal populations per tumor was associated with an increase in 

overall SCNA burden and a significant increase in overall survival (3).
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Experimentally, it is difficult to distinguish genomic instability events in the context of 

intratumoral heterogeneity. For example, bulk exome sequencing of a tumor sample 

represents the aggregate genomes of all of the clones that coexist within the sample. A tumor 

that demonstrates a SCNA genome percentage of 75% or greater (3) may either be 

composed of many clones with low levels of SCNA burden per clone or of a few clones, 

each with high levels of SCNA burden across their genomes. Subsequent analysis suggests 

that it is important to distinguish between these two scenarios (3). We found that SCNA 

burden greater than 75% was prognostic of a favorable outcome, but especially so when 

shared among one or two clones. When high SCNA burden was spread among many clones, 

the outcome was less favorable, indicating that it is the SCNA burden per clone that limits 

the viability of the tumor-metapopulation. A limitation of our study is that we only 

quantified SCNA burden per tumor metapopulation, but did not measure SCNA burden per 

individual clones. Geographic analysis of tumors will provide a better resolution on the 

location of a genomic instability limit and on a clone’s proximity to the limit than standard 

bulk genomic sequences available at TCGA.

In our analysis of the TCGA data, we detected a clonal subpopulation if it accounted for at 

least 10% of the sample. Rare clones are difficult to detect in most bulk sequencing studies. 

Yet these are the clones that have evolved most recently, prior to sample collection, giving a 

more up-to-date picture of the evolutionary dynamics in a tumor than larger clones (47). 

Resistance to therapy may lie with these small clonal lineages. Deep-sequencing and single 

cell sequencing methods carry the potential to characterize these small clones (48–50). For 

example, duplex sequencing enables the detection of a single mutated sequence among tens 

of millions of wild-type sequences (49).

Therapeutic interventions and the genomic instability limit

DNA damaging agents increase mutation rate within a tumor and the tumor’s cumulative 

mutation burden (51,52). Comparisons between primary versus relapsed acute myeloid 

leukemia mutations revealed an increase in transversions – this category of variants is 

attributable to DNA damage caused by cytotoxic chemotherapy and were not detected in the 

primary cancer (53).

The mechanisms behind DNA-damage induced increases in mutation rate and burden are 

well understood. For example, platinum-based compounds, such as cisplatin, bind DNA to 

generate bulky adducts or intra-strand and inter-strand cross-links between purine bases. 

These modifications lead to stalled replication forks and the formation of double-strand 

breaks (54). This type of DNA-damage either leads to cell-death or the double-strand breaks 

are repaired by homologous recombination (HR) or by non-homologous end-joining. Both 

repair mechanisms can sometimes generate somatic structural variation that are seen as 

SCNAs (17).

While there is strong evidence that DNA damaging agents, even at low doses, increase 

mutation rate and burden (51,52), the magnitude of this effect is variable. It depends in large 

part on the tumor’s DNA damage response and the functional status of TP53. On the 
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extreme end of the spectrum are elephant cells, which have evolved at least 40 copies of 

TP53 and undergo apoptosis in response to very low levels of DNA damage (55).

Some studies suggest that increased SCNA burden not only is a consequence of DNA-

damaging therapy but also increases the sensitivity to DNA-damage. For example, elevated 

DNA content, arising from aneuploidy or duplication events in the cancer genome, was 

associated with higher DNA-damage sensitivity in neuroblastoma (56) and laryngeal 

carcinoma (57). As a last example, in low-grade gliomas – a tumor type with relatively low 

SCNA burden – chemotherapy with temozolomide, an alkylating agent, is associated with 

high rates of progression and frequent temozolomide exposure induces a hypermutator 

phenotype (58). These studies suggest that tumor cells with higher levels of SCNAs are 

more sensitive to an initial exposure of DNA damaging agents. If this is true, DNA 

damaging agents may select genomically stable clones among the various subclones that 

exist in a tumor. Supporting this concept, a recent study demonstrated that when a 

transposon–driven, functional genomic mouse model of medulloblastoma was treated with 

‘humanized’ in vivo therapy (tumor resection followed by multi-fractionated radiotherapy), 

after treatment the tumors converged on a single pathway: genomic stability via enrichment 

in TP53 pathway gene sets (59).

Measuring a tumor’s degree of genomic instability prior to therapy may be informative for 

assessing chemotherapy. DNA damage therapy dose could be optimized such that it induces 

additional SCNAs necessary and sufficient to lead the cancer past the limit of tolerable 

genomic instability. Whether this strategy is feasible will depend on the sharpness of the 

genomic instability limit, the overall clonal heterogeneity of a tumor population and the 

genomic instability of each clone (Figure 2). Future studies investigating what mechanisms 

prevent a cell from tolerating excessive mutations will inform the circumstances under 

which a sharp threshold is to be expected.

Complementary agents that also increase the mutation burden of a tumor are inhibitors of 

DNA damage repair. Poly-ADP ribose polymerase (PARP) inhibitors belong to this 

category. PARP inhibitors lead to synthetic lethality in tumors with BRCA1 and BRCA2 
mutations. BRCA-mutated cancers have defective HR. By targeting the base excision repair 

pathway, PARP inhibitors further impair the cells ability to repair DNA damage in cells 

lacking BRCA1 and BRCA2 function (60). PARP has a limited role in altering double strand 

break repair (61). Thus, PARP inhibitors primarily increase the accumulation/rate of SPMs 

rather than SCNAs.

Conclusions

We describe evidence supporting the existence of a genomic instability limit. The existence 

of a limit may have significant therapeutic implications. Our studies and others suggest that 

a subset of tumors lacking genomic instability may not pass this threshold even when treated 

with maximum tolerable doses of DNA damaging agents, continue to grow and lead to a 

worse prognosis.
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We need to better understand the mechanisms that hinder a cell from tolerating genomic 

instability beyond a certain threshold and what the cellular consequences of exceeding this 

threshold are. For example, will passing the genomic instability limit influence a cell’s 

probability to seed metastasis? If the existence of a genomic instability limit is a 

manifestation of enhanced immunogenicity, then the ability of the cells to survive in 

circulation may be compromised due to a higher proportion of immune cells that exist in 

circulation (62). On the other hand, if the existence of a genomic instability limit is a 

manifestation of compromised mitosis, then we would expect the bottleneck to metastasis to 

be growth in the new metastatic niche rather than survival in circulation.

Further research is needed to shed light on the relevance of pre-existing extent of genomic 

alterations on DNA-damage sensitivity. To influence how clinical decisions are made 

regarding the use of DNA-damaging agents, such studies must first deconvolute the 

phenotypic effects of cumulative mutation burden from that of individual mutations. 

Overcoming this challenge will require analyzing large patient cohorts or genome 

engineering model systems with techniques such as CRISPRs. These contributions could 

help guide clinical decisions on how to dose DNA-damaging agents and on whether or not 

DNA-damaging agents are an appropriate therapy option. This could improve clinical 

outcome by allowing us to pinpoint those who would respond better and longer to lower 

doses of DNA-damaging agents, than to higher doses.
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Figure 1. Alternative perspectives on genomic instability and mechanisms that limit genomic 
instability tolerance
(a) Snapshot of a diploid chromosome’s burden of somatic point mutations (SPMs) and of 

somatic copy number alterations (SCNAs) at the time of biopsy collection. Mutation burden 

measured as the total number of SPMs (orange) or as the % chromosome affected by SCNAs 

(here single-copy gain of one chromosome arm: black). (b) Mutation rate measured as the 

mutation burden net difference between time points divided by the number of cell 

generations that took place between those time points. (c–e) Mechanisms that can account 

for reduced cell fitness due to (c) SPM burden; (d) SCNA burden; (e) SPM- or SCNA rate. 

Mechanisms include: (c) attack by immune cells, (d) disturbed homeostasis due to gene 

expression imbalance, impaired mitosis, high energy demands for cell maintenance, (e) 

mutational meltdown and activation of apoptosis.
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Figure 2. Model of DNA damage sensitivity as a function of genomic instability
(a) Tumor-metapopulation fitness (y-axis) is maximal when it consists of subpopulations 

with intermediate levels of genomic instability (critical range), defined as the proportion of 

the genome that is altered (x-axis). (b) 50 cells (circles) sampled from a heterogeneous 

tumor-metapopulation consisting of two subclones of variable genomic instability 

(colorbar). First round of DNA damaging agents causes a shift in the genomic instability of 

each subclone, such that one subclone (turquoise) is shifted out of the critical range (now 

orange), while the other one (dark blue) transitions into a critical range of genomic 

instability (turquoise). A second round of therapy is needed to push both subpopulations out 

of the critical range of genomic instability and into the range where genomic instability 

reduces their fitness.
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