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ABSTRACT Nontranslated intergenic regions (IGRs) compose 10–15% of bacterial genomes, and contain many regulatory elements
with key functions. Despite this, there are few systematic studies on the strength and direction of selection operating on IGRs in
bacteria using whole-genome sequence data sets. Here we exploit representative whole-genome data sets from six diverse bacterial
species: Staphylococcus aureus, Streptococcus pneumoniae, Mycobacterium tuberculosis, Salmonella enterica, Klebsiella pneumoniae,
and Escherichia coli. We compare patterns of selection operating on IGRs using two independent methods: the proportion of singleton
mutations and the dI/dS ratio, where dI is the number of intergenic SNPs per intergenic site. We find that the strength of purifying
selection operating over all intergenic sites is consistently intermediate between that operating on synonymous and nonsynonymous
sites. Ribosome binding sites and noncoding RNAs tend to be under stronger selective constraint than promoters and Rho-independent
terminators. Strikingly, a clear signal of purifying selection remains even when all these major categories of regulatory elements are
excluded, and this constraint is highest immediately upstream of genes. While a paucity of variation means that the data for
M. tuberculosis are more equivocal than for the other species, we find strong evidence for positive selection within promoters of this
species. This points to a key adaptive role for regulatory changes in this important pathogen. Our study underlines the feasibility and
utility of gauging the selective forces operating on bacterial IGRs from whole-genome sequence data, and suggests that our current
understanding of the functionality of these sequences is far from complete.
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THE ability to generate whole-genome sequence data sets
from very large samples of bacterial isolates recovered

from natural populations provides unprecedented power
to dissect evolutionary processes. Although tests for selection
are routinely carried out on the �85–90% of bacterial ge-
nomes corresponding to protein-coding sequences, attempts
to measure the strength and direction of selection operating
on nontranslated intergenic regions (IGRs) are far less com-
mon. Notable exceptions include the study byMolina and van
Nimwegen (2008), who demonstrated that the number of
regulatory elements per IGR is independent of genome size

within bacteria, but also noted a surprising level of purifying
selection operating on bacterial IGRs. However, as this study
predates the advent of next-generation sequencing, very
large whole-genome data sets for single species were unavail-
able at that time. More recently, Luo et al. (2011) found
evidence for purifying selection within IGRs of a small sample
(n= 13) of group A streptococcal genomes and Degnan et al.
(2011) found strong evidence for sequence conservation
within IGRs of eight Buchnera genomes. This observation is
particularly striking in Buchnera, as it is an endosymbiont and
so likely has a small effective population size (Ne). Together,
these studies challenged the view held for many years that
intergenic sites provide a valid proxy for neutrality (Hu et al.
2006; Wang and Chen 2013; Fu et al. 2015).

Whole-genome sequence data sets for bacteria now rou-
tinely encompass many hundreds of genomes for a single
species, although currently these data have remained almost
completely untapped with respect to examining selection on
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IGRs. In fact, despite the studies mentioned above, many
commonly used pipelines and databases by default exclude
IGRs altogether, with the focus instead on defining sets of
“core” or “accessory” genes, upon which phylogenetic, epide-
miological, or evolutionary analyses are then carried out
(Jolley and Maiden 2010; Sheppard et al. 2012; Maiden
et al. 2013; Feil 2015; Page et al. 2015; Maiden and Harrison
2016). One explanation for this apparently casual dismissal
of IGRs is a lack of “off-the-shelf” methodology to measure
selection on these sequences; the standard approach for
protein-coding sequences, the dN/dS ratio, being invalid. In
addition, there may be a prevailing sense that IGRs are tech-
nically challenging to work with, owing to low levels of con-
straint, poor annotation, and a high frequency of indels. The
approach by Fu et al. (2015) is a rare exception which chal-
lenges this view. These authors generated a core genome
consisting of both genes and IGRs for Salmonella enterica
serovar Typhimurium, and in so doing demonstrated the fea-
sibility of incorporating IGRs into routine analysis. Further-
more, these authors showed that IGRs contribute meaningful
signal to increase discriminatory power for phylogenetic and
epidemiological analyses (Fu et al. 2015).

The paucity of studies aimed at systematically measuring
selection on nontranslated IGRs is strikingly at odds with the
many recent examples demonstrating the phenotypic impact
ofmutations in riboswitches, smallRNAs (sRNAs), promoters,
terminators, and regulator binding sites (Waters and Storz
2009). Single nucleotide polymorphisms (SNPs) or small in-
dels within these elements can have major phenotypic con-
sequences. For example, in a recent genome-wide association
study, 13 intergenic SNPs were found to be significantly as-
sociated with toxicity in Methicillin-resistant Staphylococcus
aureus (MRSA), and 4 of thesewere experimentally validated
(Laabei et al. 2014). In Mycobacterium tuberculosis, muta-
tions within the eis promoter region increase expression of
Eis, an enzyme which confers resistance to kanamycin and
promotes intracellular survival (Casali et al. 2012). In addi-
tion to those studies focusing on naturally occurring muta-
tions, knock-out experiments on regulatory RNAs have also
confirmed their key roles in virulence and other important
phenotypes such as competence. For example, the Salmonella
sRNA IsrM is important for invasion of epithelial cells and
replication insidemacrophages (Gong et al. 2011). In S. aureus,
the sB-dependent RsaA sRNA represses the global regulator
MgrA; this decreases the severity of acute infection and pro-
motes chronic infection (Romilly et al. 2014). In S. pneumo-
niae, the srn206 noncoding RNA is involved in competence
modulation (Acebo et al. 2012).

These well-characterized regulatory elements are clearly
expected to be under strong purifying selection, but there
remain no broad measures of the commonality of constraint
operating on IGRs at an intraspecies level. There is also
currently little understanding of which intergenic regulatory
elements are under strongest selection, whether a signal of
selection can be detected even for those intergenic sites for
which there is no known function, or to what extent positive

(aswell as negative) selectionmaybeoperating on IGRs.Here
we use two independent approaches to address these ques-
tions: The first method is based on the established logic of site
frequency spectra [the proportion of singleton mutations
(PSM)], while the second is a modification of dN/dS (dI/dS;
where dI is the number of intergenic SNPs per intergenic
site). We apply these approaches to large, whole-genome
data sets from six diverse bacterial species: Escherichia coli,
S. aureus, S. enterica, Streptococcus pneumoniae, Klebsiella
pneumoniae, and M. tuberculosis. With the exception of
M. tuberculosis, our results demonstrate that the overall
strength of selective constraint on intergenic sites in bacteria
is intermediate between that operating on synonymous and
nonsynonymous sites. This observation does not significantly
alter even when all major regulatory IGR elements are
removed from the analysis, consistent with a substantial
level of cryptic functionality in these sequences. We also com-
pare the strength and direction of selection operating on dif-
ferent types of regulatory element within IGRs, and note
strong evidence of positive selection acting on promoters in
M. tuberculosis.

Materials and Methods

Data selection

For S. aureus, S. pneumoniae,K. pneumoniae, andM. tuberculosis,
isolates were selected from recently published data (Casali
et al. 2014; Chewapreecha et al. 2014; Holt et al. 2015;
Reuter et al. 2015). For S. enterica, isolates were selected from
those whole genomes sequenced routinely by the Gastrointes-
tinal Bacteria Reference Unit at Public Health England. Recent
large-scale bacterial genome sequencing projects have been
primarily motivated by efforts to understand features which
are important for public health, such as disease transmission,
virulence, and antibiotic resistance. Consequently, the data
setsmay be poorly representative of the population as awhole,
with disproportionate weight given to lineages of particular
clinical significance. For example, the S. aureus data were gen-
erated as part of a retrospective study of hospital-acquired
MRSA in the United Kingdom (Reuter et al. 2015), and the
majority of these isolates corresponded to a single clonal line-
age, CC22 (EMRSA-15). We therefore subsampled the data
sets to include each major lineage and a random sample from
the overrepresented clonal complexes. A complete list of all
isolates used in the analysis is given in Supplemental Material,
Table S1.

Sequencing, mapping, and SNP calling

For each species except E. coli, reads were downloaded from
the EuropeanNucleotideArchive (ENA) (http://www.ebi.ac.uk/
ena). ForE. coli, completedgenome sequencesweredownloaded
from the National Center for Biotechnology Information (NCBI),
and sheared into reads with ArtificialFastqGenerator (Frampton
and Houlston 2012). The isolates were mapped against a
single reference genome for each species (as shown in Table 1)
using SMALT-0.7.6 (https://sourceforge.net/projects/smalt).
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SAMtools-0.1.19 (Li et al. 2009) was used to produce variant
call format (VCF) files, which were filtered to call SNPs. SNPs
were only called if they passed all of the following thresholds:
depth$ 4, depth per strand$ 2, proportion of reads supporting
the SNP $ 0.75, base quality $ 50, map quality $ 30, es-
timated site allele frequency $ 0.95, strand bias $ 0.001,
map bias $ 0.001, and tail bias $ 0.001. Consensus Fasta se-
quenceswere then used to produce an alignment for each species.

Validation of singleton SNPs

As singleton SNPs are potentially vulnerable to poor quality
data,weperformeda thoroughanalysis of theSNPs tovalidate
their quality. Thiswas basedonanalyzing threemetrics: depth
of coverage, proportion of reads supporting the variant, and
the Phred quality (Q) score in both singletons and nonsingle-
tons. Q is related to the per-base error probability according
to the following equations:

Q ¼ 210log10P and P ¼ 10ð2Q=10Þ:

In Illumina reads, the per-base Q score is �Q30, equating to
one error every 1023 bases. However, this error rate is sub-
stantially reduced by sequencing to high coverage, and then
mapping the reads to the reference genome. For each species
in our analysis (with the exception of E. coli), the sequencing
depth was 50–100 times per isolate. For E. coli, we simulated
reads with no errors, using the complete genome sequences,
and then mapped these synthetic reads to the standard ref-
erence genome (MG1655).

To validate our SNPs, we used the mapping information
in the VCF files. We focused on three metrics: the depth of
coverage, the proportion of reads supporting the variant, and
theQ score for the position (which takes into account the per-
base-per-read error rate, and the coverage at the position).
We split our SNPs into singletons and nonsingletons to check
for singleton associated biases.

IGR identification and core genome definition

Each reference genome was annotated using Prokka-1.11
(Seemann 2014). This annotation was used to extract genes
and IGRs (IGRs.1000 bp in lengthwere excluded), and three
core sets of genes and IGRs were defined for each species.

The “relaxed-core” consisted of all genes and IGRs present in
at least two genomes, the “intermediate-core” consisted of all
genes and IGRs with .90% sequence present in .95% of
isolates, and the “strict-core” consisted of genes and IGRs
with .90% sequence present in .99% of isolates.

Calculation of dN/dS and dI/dS

Core gene and intergenic sequences were extracted from the
alignments and concatenated to produce gene and intergenic
alignments (reverse oriented genes were reverse comple-
mented so all genes were in sense orientation). The codons
within the gene alignment were shuffled, and the gene align-
ment was split into two (referred to as a and b). The YN00
program from the PAML suite (Yang 2007) was used to cal-
culate dN/dS values by the Nei and Gojobori (1986) and Yang
and Nielson (2000) methods in a pairwise manner for both
gene alignments a and b. The results were almost identical,
and so we used the Nei and Gojobori (1986)method as it was
computationally less demanding, and enabled the results to
be compared directly with the dI values. SNPs were counted
between isolates in a pairwise manner from the intergenic
alignment, and dI was calculated by dividing the number of
SNPs by the length of the alignment, before applying a
Jukes–Cantor distance correction (Jukes and Cantor 1969).
For both the gene and intergenic alignments, N’swere removed
from the alignment in a pairwise manner to ensure that all
possible data were used. The dS values from gene alignment
a were used to calculate dN/dS and dI/dS, and the dS values
from gene alignment b were used as a proxy for divergence
time. This ensured that when plotting dN/dS and dI/dS against
dS, the dS values on each axis were calculated independently,
thus controlling for statistical nonindependence.

Correcting dN/dS and dI/dS calculations for mutation
biases and base composition

To confirm that the model we used to calculate dN/dS and
dI/dS accurately reflects the null expected under neutrality, we
simulated neutral divergence of the reference genomes based
on the observed mutational spectra, then recalculated dN/dS
and dI/dS from the simulated sequences. Any deviation from par-
ity (dN/dS = 1) reflects the fact that we have not accurately
incorporated mutation bias, in particular the strong AT

Table 1 The data used in the analysis

Species Data source
No. of
isolates % GC

Reference
genome RC genes RC IGRs IC genes IC IGRs SC genes SC IGRs

E. coli NCBI complete
genome

157 50.8 MG1655 4305 3647 3164 2342 2873 2060

S. enterica Public Health
England

366 52.2 Typhimurium_
D23580

4554 3777 3617 2830 3114 2456

K. pneumoniae Holt et al. (2015) 208 57.7 NTUH_K2044 4787 4006 3954 3150 2954 2453
S. aureus Reuter et al.

(2015)
132 33.2 HO_5096_0412 2405 2084 2131 1704 2057 1609

S. pneumoniae Chewapreecha et
al. (2014)

264 39.5 ATCC_700669 2183 1846 1574 1198 1373 932

M. tuberculosis Casali et al. (2014) 144 65.6 H37Rv 4069 3135 3806 2940 3332 2691

RC, relaxed-core; IC, intermediate-core; SC, strict-core.
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pressure in bacterial genomes (Balbi et al. 2009; Hershberg
and Petrov 2010; Hildebrand et al. 2010) and base composi-
tion, into our models. However, by calculating the magnitude
of the deviation between the simulated sequences and parity
we can correct for this bias.

We first calculated the per-site mutation bias for the six
mutation types for each species (Figure S1 in File S1).We then
simulated neutral mutations on a sequence of concatenated
genes and IGRs to a divergence of 1% from the original se-
quence for 50 replicates. We then calculated dN/dS and dI/dS
between pairwise comparisons of these 50 replicates. This
gave us an expectation of dN/dS and dI/dS under neutral
conditions, taking into account mutation biases and base
composition. We then computed observed/expected (simu-
lated) dN/dS and dI/dS ratios, thus providing corrected esti-
mates. We did this for alignments of each intergenic element
considered [promoters, terminators, ribosome binding sites
(RBSs), noncoding RNAs, and unannotated sites] to also cor-
rect these estimates.

RBS, promoter, noncoding RNA, and
terminator annotation

Promoter and terminator predictions were obtained using the
PePPER web server (de Jong et al. 2012). Noncoding RNA
annotations were obtained from the reference genome anno-
tation GFF file produced by Prokka, where they were labeled
as “misc_RNA.” RBS annotations were predicted using
RBSfinder (Suzek et al. 2001).

Code availability and computation

All of the code used in the analysis is available at https://
github.com/harry-thorpe/Intergenic_selection_paper under
the GPLv3 license. The complete analysis can be reproduced
by runninga single script, usinganyalignmentandannotation
files as inputs. Full instructions are available in the GitHub
repository. All computations were performed on the Cloud
Infrastructure for Microbial Bioinformatics (CLIMB) (Connor
et al. 2016). All figures were produced using the R package
ggplot2 (Wickham 2009).

Data availability

The data sets supporting the conclusions of this article are
available in the ENA (http://www.ebi.ac.uk/ena), except the
E. coli sequences which were downloaded from the NCBI
(http://www.ncbi.nlm.nih.gov/). The accession numbers of
all strains used in the analysis are given in Table S1.

Results

Species and data selection

We used existing large whole-genome sequence data sets
for six diverse bacterial species: E. coli, S. aureus, S. enterica,
S. pneumoniae,K. pneumoniae, andM. tuberculosis. These species
are diverse in terms of phylogeny (representing Gram-positive
and Gram-negative taxa), in terms of population structure
(ranging from the highly clonal M. tuberculosis to the freely

recombining S. pneumoniae), and in terms of ecology. The
K. pneumoniae and E. coli data include isolates from environ-
mental sources and disease, the S. aureus and S. pneumoniae
data includes isolates from asymptomatic carriage, and
M. tuberculosis is an intracellular pathogen. The GC content
of these species range from 32.9% (S. aureus) to 65.6%
(M. tuberculosis) (Table 1). The diversity of these species
provides a means to examine the robustness of the methods
against possible confounders such as rates of recombination,
demographic effects, effective population size, and popula-
tion structure. In cases where very large data sets (1000s
of genomes) were available, we subsampled representative
strains as described in Methods. A complete list of all isolates
used in the analysis is given in Table S1.

For each species, wemapped the sequence reads to a single
reference genome (Table 1), and defined alternative sets of
core genes and IGRs using different frequency thresholds.
Defining core gene sets on the basis that each core gene is
universally present, or present at a very high frequency,
among all the sequenced genomes is an established first step
in bacterial comparative genomics. This simplifies the analy-
sis by removing the problem of missing data (genes), by ex-
cluding mobile elements (e.g., phage and plasmids), and it
also reduces the problem of potentially conflicting signals
resulting from high rates of recombination or atypical selec-
tion pressures. However, it is likely that the most frequently
observed genes and IGRs that correspond to a strict-core are
also the most selectively constrained, thus this approach po-
tentially imposes a bias. To address this, we analyzed three
different sets of core genes and IGRs for each species defined
according to different frequency thresholds. The relaxed-core
represents all genes and IGRs present in at least two ge-
nomes, the intermediate-core includes all genes and IGRs
that are present in.95% isolates, and the strict-core includes
all genes and IGRs present in .99% of isolates. The number
of genes and IGRs included in each data set is given in Table 1.
The strict-core IGR data set included at least 50% of the
corresponding relaxed-core IGRs for each species, with
the biggest potential bias in S. pneumoniae and E. coli, where
the strict-core IGRs corresponded to 50.5 and 56.5% of the
relaxed-core IGRs, respectively. For the intermediate-core
data sets, 64.9 and 64.2% of the relaxed-core IGRs were in-
cluded for S. pneumoniae and E. coli, respectively.

Sequence properties of genes and IGRs

IGRs were identified based on reference genome annotations
as described inMethods. The size distribution and GC content
of both genes and assigned IGRs are shown in Figure 1. Figure
1A shows that IGRs with a predicted promoter at each end
tend to be larger than double terminator regions and coori-
ented regions. This is partly explained by the fact that many
cooriented regions are small spacers within operons. The GC
content of IGRs is lower than in protein-coding sequences
(Figure 1B); although this difference is far less marked
in M. tuberculosis, it is statistically significant in all species
(P , 10216, Mann–Whitney U-test).
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Muto and Osawa (1987) showed that fourfold degenerate
sites exhibit the widest range of GC content across a diverse
sample of genomes (that is, these sites show the most ex-
treme values); whereas nondegenerate second codon posi-
tions exhibit the narrowest range, with first and third sites
being intermediate. These authors noted that this variation in
the range of GC content between different site categories
mirrors the selective constraints on those sites, with second
codon positions being the most constrained because they are
in all cases nondegenerate (Muto and Osawa 1987; Rocha
and Feil 2010). We repeated this analysis using synonymous,
nonsynonymous, and intergenic sites (Figure 1C). Our data
are consistent with that of Muto and Osawa: the synonymous
sites exhibit the widest range of GC content (steepest slope)
and the nonsynonymous sites exhibit the narrowest range of
GC content (shallowest slope). However, we also note that
the slope for intergenic sites is intermediate between the
synonymous and nonsynonymous sites. If the original inter-
pretation by Muto and Osawa (1987) is correct, this implies
that the strength of selective constraint on intergenic sites is
also intermediate between that operating on synonymous
and nonsynonymous sites. Below we describe detailed anal-
yses which examine this possibility in more detail.

The PSM is consistent with an intermediate strength of
selective constraint on intergenic sites

To measure the frequency of strongly deleterious intergenic
mutations relative to synonymous, nonsynonymous, and

nonsense mutations within coding regions, we used a simple
methodbasedon site frequency spectra. Similarmethodshave
been used on noncoding DNA in eukaryotes (Drake et al.
2006) and in bacteria, albeit on a much smaller scale than
the current study (Luo et al. 2011). Mutations affecting sites
under strong selective constraint are more likely to be quickly
purged by selection before they begin to rise in frequency,
thus are also more likely to be very rare. Here, we define
“very rare” mutations simply as those observed only once in
the data set (singletons). It is thus possible to gauge the pro-
portion of strongly deleterious SNPs for a given site category
simply by computing the proportion of those SNPs that are
singletons (PSM). To check to what degree the definition of
core IGRs imposes a bias, we carried out the analysis using
the three thresholds as defined above (relaxed-core, interme-
diate-core, and strict-core). We first considered four muta-
tion categories: intergenic, synonymous, nonsynonymous,
and nonsense. The PSM values for each of these mutation
types, for all six species, are shown in Figure 2. An analysis
of all individual genes and IGRs is given in Figure S2 in File
S1 (intermediate-core only).

This analysis reveals a consistent trend across five of the
six species, the exception being M. tuberculosis. Nonsense
mutations had the highest PSM values, indicating the highest
proportion of strongly deleterious mutations, followed by
nonsynonymous mutations, intergenic mutations, and finally
synonymous mutations. Thus, for five of the six species, PSM
values for intergenic sites were intermediate between the

Figure 1 Summary of the sequence properties of genes and IGRs. (A) Length distributions of genes and IGRs. IGRs were divided into three groups
according to the orientation of the flanking genes: cooriented (CO) regions are flanked by genes in the same orientation, double promoter (DP) regions
are flanked by 59 gene starts, and double terminator (DT) regions are flanked by 39 gene ends. The points and error bars represent mean 6 SE. (B) GC
contents of genes and IGRs. GC contents were calculated for each gene and IGR individually. The points and error bars represent the mean6 SE. (C) GC
contents of different site classes compared to genome GC content. The GC content of synonymous, nonsynonymous, and intergenic sites was
calculated and compared with the genome GC content for each species. The steepness of the slope indicates the amount of constraint on the GC
content of the site class (shallower slopes indicate stronger constraint).
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synonymous and nonsynonymous PSM values. It follows that
the proportion of SNPs at intergenic sites that are highly
deleterious, and therefore purged rapidly by purifying selec-
tion, is intermediate between the equivalent proportions for
synonymous and nonsynonymous sites.

Although comparisons of PSM values between species
are not valid, as species-specific factors (e.g., the rate of re-
combination) will also affect PSM, it is reasonable to assume
that these potential confounders are at least consistent
between different mutation types within a single species.
This is strongly evidenced by the consistency of the relative
strengths of selective constraint operating on each mutation
type (nonsense. nonsynonymous. intergenic. synonymous).
The same trend is observed when individual genes and IGRs
were analyzed separately (Figure S2 in File S1). Moreover,
the pattern is highly robust to the definition of core genes
and IGRs. Although the strict-core gene and IGR sets within
each species correspond to marginally higher PSM values
(as expected and consistentwith a higher selective constraint),
again the relative trends within each species remain robust.
We are therefore confident that this analysis is not confounded
by biases resulting from species-specific factors, or from select-
ing unrepresentative genes and IGRs. In M. tuberculosis, the
exceptional species, therewas very little difference between all

mutation categories, and PSM scores were high in all cases.
Multiple interpretations of the apparent patterns of selection
and the high frequency of rare variants inM. tuberculosis have
been discussed in the literature. These include very weak
purifying selection, short coalescent time, linkage (back-
ground selection), a combination of purifying and positive
selection, rapid demographic expansion combined with bot-
tlenecks (leading to a reduction in the effective population
size and increased drift), selective sweeps, and diversify-
ing selection (Hershberg et al. 2008; Namouchi et al. 2012;
Pepperell et al. 2013). We consider some of these possibilities
in the context of our results in more detail below.

We recognize that this analysis is potentially vulnerable to
sequencing errors, as these are most likely to generate sin-
gleton SNPs. The consistency of the results across five diverse
species is reassuring, as this is very difficult to reconcile with a
high error rate without assuming this systematically affects
some site categoriesmore than others. Nevertheless, to gauge
whether our analysis has been affected by a high frequency of
error-derived singleton SNPs,we repeated the analysis byfirst
removing all singleton SNPs and instead computing, for each
site category, the proportion of doubleton mutations (PDM).
These are SNPs present in exactly two genomes within each
sample; although still rare, these are a priori far less likely to

Figure 2 PSM analysis of selection on different mutation categories. PSM values were calculated by dividing the number of singleton SNPs (those
present in only one genome) by the total number of SNPs within that mutation category.
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have been generated by random sequencing error than sin-
gleton SNPs. PDM values were ordered as nonsense .
nonsynonymous . intergenic . synonymous for all species
except M. tuberculosis and S. pneumoniae (Figure S3 in File
S1). Thus, the only discrepancy between the PSM and PDM
results was S. pneumoniae, where intergenic , synonymous.
However, we note this discrepancy is marginal, and the dis-
tinction between site categories is less robust for this species
even when considering PSM, probably reflecting very high
rates of recombination in this species.

To further examine to what extent singleton SNPs may
have been generated by sequencing error, we carried out a
detailed comparativeanalysis of thequality scores of singleton
and nonsingleton SNPs (Figure S4 in File S1). We analyzed
three metrics: depth of coverage, proportion of reads sup-
porting each variant, and the Q score in both singletons
and nonsingletons. The analysis revealed that the vast ma-
jority (.99%) of all SNPs were of extremely high quality, and
that there are negligible differences in the quality scores
between singleton and nonsingleton SNPs. For example,
across all species 99.5% of singleton SNPs and 99.8% of non-
singleton SNPs had a Q score of .100. This quality score
corresponds to an error rate of 10210, or equivalently 1 errone-
ous SNP every 2000 genomes (given a 5-Mb genome). Given
these combined checks, we are highly confident that errors in
the singleton SNPs have not confounded our analysis.

The signal of purifying selection on intergenic sites is
time dependent

To further examine selective constraint on intergenic sites, we
extended the logic of dN/dS by computing dI/dS, where dI =
intergenic SNPs per intergenic site. dI has previously been
used in M. tuberculosis as a neutral reference by calculating
dI/dS for individual IGRs using neighboring genes as a source
of synonymous sites (Wang and Chen 2013). In contrast,
we drew pairwise comparisons by pooling sites across the
whole genome, and used the genome-wide dI as the numera-
tor and the genome-wide dS as the denominator.We computed
genome-wide dN/dS in the same way to draw valid compari-
sons between the strength of selection on intergenic sites and
nonsynonymous sites, both relative to synonymous sites.

Previous work has shown that dN/dS decreases with
divergence time due to a lag in purifying selection, which
operates much more strongly on nonsynonymous than syn-
onymous sites as the former are more likely to be slightly
deleterious (Rocha et al. 2006; Namouchi et al. 2012). We
tested for the same time dependence in dI/dS by comparing
pairs of very closely related genomes [within “clonal com-
plexes” (CCs); where dS, 0.003]with those representingmore
distantly related genomes (“between CCs”; dS . 0.003). This
analysis was also carried out for all three alternative gene sets
(relaxed, intermediate, and strict-core; Figure 3). All genome
comparisons within M. tuberculosis were defined as “within
CC” due to the very low level of variation in this species. We
also plotted, for each pair of isolates and for each species,
dN/dS and dI/dS against dS to further explore the impact of

divergence time on dI/dS (intermediate-core only; Figure S5
in File S1).

Figure 3 shows that for each species, dI/dS is consistently
greater than dN/dS for both within- and between-CC compar-
isons. The between-CC dN/dS and dI/dS values are
universally,1; but the within-CC values are more equivocal,
with the dN/dS values being mostly ,1; and the dI/dS values
being ,1 in E. coli, K. pneumoniae, and S. pneumoniae,
and .1 in S. enterica, S. aureus, and M. tuberculosis. This
trend is consistent across all three core gene and IGR sets,
with very little difference in dI/dS and dN/dS values between
the sets. Low dN/dS and dI/dS values (particularly in the
between-CC comparisons) are strong evidence of purifying
selection on nonsynonymous and intergenic sites, and lower
dN/dS values compared to dI/dS values indicate stronger con-
straint on nonsynonymous sites than intergenic sites. It is
worth noting that this observation (dI , dS) has previously
been interpreted as evidence for positive selection on synon-
ymous sites (Wang and Chen 2013). Given previous work
and the results of the PSM analysis, we argue instead that
it confirms greater selective constraint on intergenic sites
than on synonymous sites. Moreover, the difference between
within- and between-CC comparisons is evidence of time de-
pendence consistent with ongoing purifying selection oper-
ating over increasing divergence, as noted previously for
nonsynonymous sites (Rocha et al. 2006). For four of the five
species for which such a comparison was possible (E. coli,
S. aureus, S. enterica, and K. pneumoniae), dN/dS and dI/dS
were both significantly higher for within-CC comparisons
than between-CC comparisons (P , 10216, Mann–Whitney
U-test). These differences are expected if nonsynonymous
and intergenic SNPs are preferentially purged (relative
to synonymous SNPs) over divergence time, although we
recognize that our pairwise methodology might lead to an
amplification of these differences due to the oversampling
of long internal branches in the between-CC comparisons.
In S. pneumoniae, dN/dS was significantly higher for within-CC
comparisons compared to between-CC comparisons (P ,
10216, Mann–Whitney U-test) but dI/dS was not (P= 0.19). It
is possible that the signal of time dependence is weaker in
this species owing to high rates of recombination (Chaguza
et al. 2016). The statistical analysis described above was car-
ried out based on the intermediate-core gene set. As there was
negligible difference between the three core gene and IGR sets
in both the PSM and dI/dS analyses presented thus far, we
performed all subsequent analyses on the intermediate-core
sets (where at least 90% of genes and IGRs are present in at
least 95% of isolates).

We also plotted, for each pair of isolates for each species,
dN/dS and dI/dS against dS (based on the intermediate-core
only; Figure S5 in File S1). In the case of E. coli, S. aureus,
S. enterica, and K. pneumoniae, a large number of points are
evident at very low values of dS; these reflect the presence of
clusters of closely related genomes in these species (i.e., CCs).
The absence of significant clonal clustering in S. pneumoniae
reflects high rates of recombination, and can help to explain
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the lack of significant difference within and between CCs
in this species as noted above. However, for all species except
S. enterica and M. tuberculosis, there is a significant decrease
of both dN/dS and dI/dS against dS (P , 10216, Spearman’s
correlation). The time dependence of dN/dS potentially poses
a problem for comparing between species, as those species
with longest time to most recent common ancestor will ap-
pear to be under stronger selection (as dN/dS decreases with
divergence time). However, Figure S5 in File S1 shows that
dN/dS decreases very quickly initially and then begins to pla-
teau very early, suggesting that this is not a major problem in
our analysis.

As noted above, the genetic diversitywithinM. tuberculosis
is so low that between-CC comparisons were not possible,
as the dS for all pairwise comparisons was ,0.003. Values
of dN/dS are �0.8 in this species, which is comparable to the
within-CC values for all the other species, and is slightly higher
than that reported previously for this species (Hershberg et al.
2008; Pepperell et al. 2013). Both the observation of high
dN/dS in M. tuberculosis and the PSM analysis described
above are consistent with, though not demonstrative of, weak

purifying selection in this species. It has been argued that
weak purifying selection inM. tuberculosis reflects its lifestyle
as an obligate pathogen subject to frequent bottlenecks, and
thus a reduction in effective population size (Hershberg et al.
2008). Contrary to this view, Namouchi et al. (2012) high-
lighted the absence of the classic footprints of genome deg-
radation expected to result from increased drift, and that, in
contrast to Hershberg et al. (2008), nonsynonymous SNPs
are more common (compared to synonymous SNPs) in ter-
minal branches of the tree (as predicted if purifying selection
is operating). Moreover, other authors have reported evi-
dence of both positive and purifying selection (Farhat et al.
2013; Pepperell et al. 2013), and even diversifying selection
in M. tuberculosis (Osório et al. 2013). Given this complex
picture, it is possible that our results represent a mixture of
contrasting forces acting over short coalescence times, con-
verging on a signal that is indistinguishable from very weak
purifying selection. In favor of this argument, the diversity
in M. tuberculosis is so low that only a small number of mu-
tations would need to be positively selected to have a large
impact on the patterns observed, and our M. tuberculosis

Figure 3 dN/dS and dI/dS analysis of selection. dN/dS and dI/dS were calculated between isolates in a pairwise manner. The results were categorized into
within-CC (dS , 0.003) and between-CC (dS . 0.003) comparisons, to account for the effect of divergence time on the observed levels of selection. All
comparisons betweenM. tuberculosis isolates were classified as within CC due to the extremely low level of diversity in this species. The dashed red line
shows where dN/dS and dI/dS = 1, and therefore indicates neutrality.

370 H. A. Thorpe et al.

http://www.genetics.org/lookup/suppl/doi:10.1534/genetics.116.195784/-/DC1/FileS1.pdf


sample is enriched for antibiotic resistance which is known
to be positively selected (Farhat et al. 2013; Pepperell et al.
2013; Casali et al. 2014).

Purifying selection on intergenic sites is strongest near
gene borders

Although values of dI/dS , 1 are consistent with stronger
selective constraint on intergenic sites than on synonymous
sites, this could also arise due to slower mutation rates within
IGRs than in coding regions. This might be expected if a non-
negligible fraction of mutations arose during transcription,
which would also affect intergenic sites near to the gene
border (Chen and Zhang 2013). The demonstration of the
time dependence of dI/dS, specifically the difference between
within- and between-CC comparisons, acts to mitigate these
concerns; but as a further check we calculated dI/dS values
from intergenic sites immediately upstream of genes (30 bp
upstream from the start codon). If intergenic sites immedi-
ately upstream of genes are transcribed, and transcription-
derived mutation significantly elevates dS, then dI/dS should
approach 1 in these regions. However, for each species (ex-
ceptM. tuberculosis) we noted the opposite: dI/dS immediately
upstream of genes was in fact lower than dI/dS for intergenic
sites in general (P, 10216,Mann–WhitneyU-test), suggesting
that transcription-derived mutation is not confounding our
analysis (Figure S6 in File S1). This suggests that intergenic
sites close to the start of genes are under particularly strong
purifying selection, which may be due to the presence of reg-
ulatory elements upstream of genes, or selection for messen-
ger RNA stability to enable efficient translation (Molina and
van Nimwegen 2008).

The strength of purifying selection on different classes
of intergenic regulatory element

Above we demonstrate that intergenic sites in the majority of
bacterial species are likely to be under selective constraint.
However, we have not yet considered to what extent the
strength of purifying selection may vary within a given IGR
according to the presence or absence of different regulatory
elements. It would be expected that sites associated with
known or predicted regulatory elements should be under
stronger selective constraint than sites with no known func-
tion, and it may be the case that certain classes of regulatory
element are under stronger selective constraint than others.
To test this possibility, we identified all RBSs, noncoding
RNAs, predicted promoters, and Rho-independent termina-
tors for each species (see Methods). We then applied both
methods (PSM and dI/dS) to compare the strength of selec-
tive constraint on these different elements, as well as on all
the remaining intergenic sites that do not correspond to any
of these elements (“unannotated sites”).

With the exception of M. tuberculosis, we note that the
PSM values for the RBSs tend to be higher than for other
regulatory elements and unannotated sites (Figure S7 in
File S1), suggesting that these elements are particularly
strongly constrained. In E. coli, S. aureus, and K. pneumoniae,

noncoding RNAs also appear to be strongly constrained. In
contrast, promoters and terminators tend to exhibit similar
PSM values to the unannotated sites. We next drew the same
comparisons using dI/dS values (Figure 4). This confirmed
the observation from the PSM analysis of particularly strong
purifying selection on RBSs in all species except M. tubercu-
losis, and in noncoding RNAs of E. coli, S. aureus, and
K. pneumoniae. Indeed, the dI/dS values for RBSs and non-
coding RNAs in these species are similar to the dN/dS values,
suggesting that the strength of purifying selection on these
elements is similar to that operating on nonsynonymous sites
(Figure 4). This analysis also reveals that predicted pro-
moters and terminators tend to be under more similar levels
of selective constraint to unannotated sites. The two analyses
(PSM and dI/dS) are highly concordant, with both showing a
clear signal of strong purifying selection on RBSs and non-
coding RNAs in the same species, and showing that pro-
moters and terminators are under similar levels of purifying
selection to unannotated sites. Importantly, however, it is
clear that (with the exception of M. tuberculosis) dI/dS
is ,1 in all cases, including unannotated sites, which sug-
gests a high level of constraint even when excluding major
regulatory elements.

We then further examined the strength of selective con-
straint on transcriptional terminators which appear to be
under only marginally stronger selective constraint than un-
annotated sites. Transcriptional terminators consist of a stem-
loop structure, and it seemed likely that the stem should
be under stronger constraint than the loop, due to require-
ment of the stem sequence to maintain complementary base
pairing. To test this, we calculated dI/dS for the terminator
stems and loops separately (Figure S8 in File S1). As ex-
pected, the stem dI/dS values are substantially lower than
those for the loop, confirming that the stem is more con-
strained than the loop, and providing additional validation
of our methodology. However, we also note that the dI/dS
values for the loops are clearly ,1 in S. aureus, E. coli, and
S. pneumoniae, indicating they are not completely free to change
in these species.

As discussed, our analysis points to considerable selective
constraint (relative to synonymous sites) on intergenic sites
even when the major regulatory elements are excluded. We
noted earlier (Figure S6 in File S1) that the strength of
selective constraint appears to be particularly high within
30 bp of the gene borders. To examine to what extent this
trend reflects the presence of known regulatory elements,
we first excluded these elements and then investigated SNP
density as a function of the distance from gene start codons
in cooriented IGRs (where the genes flanking these re-
gions are in the same orientation). In each species (except
M. tuberculosis), SNP densities increased with distance from
the 59 gene starts (P, 1024, Spearman’s correlation) (Figure
5), demonstrating that the relatively high level of selective
constraint on intergenic sites near gene borders (noted ear-
lier) remains even when excluding promoters, terminators,
RBSs, and noncoding RNAs.
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Evidence for positive selection within IGRs of
M. tuberculosis

Throughout this analysis, M. tuberculosis has repeatedly
proved the exception as it exhibits very little evidence of
purifying selection on protein-coding sequences, and even
some evidence of positive selection on IGRs. Considering dif-
ferent intergenic regulatory elements separately reveals that
positive selection is strongly associated with predicted pro-
moter regions. The mean dI/dS for M. tuberculosis promoters
was 2.8 (Figure 4), and the vast majority (97%) of compar-
isons exhibit a dI/dS of.1 (Figure S9 in File S1). This result is
not solely a consequence of the approach we have used to
calculate dI/dS, which corrects for mutation biases and base
composition, as even without this correction the mean dI/dS
for promoters is 1.9. The evidence for positive selection
is highly statistically significant. Of the 10,513 promoter
sites, 99 have experienced a SNP, compared with 6330
of the 954,745 synonymous sites (P , 0.0001 by a Fisher’s
exact test). We further confirmed significance by resampling
the predicted promoter and synonymous sites 1000 times
and comparing the distributions with a z-test (P , 10216).
Figure 3 shows that thewithin-CC values of dI/dS for S. enterica

and S. aureus are .1, thus are also indicative of positive se-
lection. We therefore also calculated dI/dS separately for the
different intergenic elements for all the other five species, but
restricting the analysis to within-CC comparisons. This did not
reveal any evidence of positive selection on promoters or any
other IGR elements (Figure S10 in File S1).

To further investigate the potential functional relevance of
promoter SNPs in the M. tuberculosis data set, we identified
genes downstream of predicted promoters harboring SNPs
(Table S2). The 71 promoter SNPs identified corresponded
to 58 genes; 11 genes were identified for which the corre-
sponding promoter harbored 2 SNPs, and 1 gene where the
promoter harbored 3 SNPs. Many of the downstream genes
are known to play a key role in virulence, resistance, or global
regulation. For example, eight genes were transcriptional
regulators, and promoters in four of these experienced two
independent SNPs: MT0026 (a putative HTH-type regulator),
CmtR (a cadmium sensing repressor; Chauhan et al. 2009),
and WhiB2 and WhiB4 (transcription factors; Larsson et al.
2012; Smith et al. 2012; Ma et al. 2015). Six genes were
members of the PE/PPE protein family that are recognized
virulence factors (Fishbein et al. 2015). Genes known to play

Figure 4 dI/dS analysis of selection on different regulatory elements. dI/dS was calculated between isolates in a pairwise manner, and the results were
binned by dS (bin width = 0.0001) to control for oversampling of very closely related isolates (such as those belonging to the same CC). The genome-
wide dN/dS values are included to enable comparisons to be made between nonsynonymous sites and the different regulatory intergenic sites. The
dashed red line shows where dN/dS and dI/dS = 1, and therefore indicates neutrality.
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a role in resistance were also identified, including one mu-
tation in the ethA promoter; mutations in this promoter have
previously been implicated in resistance to ethionamide
(Casali et al. 2014). The promoter for the alanine dehydroge-
nase gene ald is the only example harboring three independent
SNPs, loss of function of this gene has recently been shown
to confer resistance to D-cycloserine (Desjardins et al. 2016).
Other notable genes include ctpJ, which encodes an ATPase
that controls cytoplasmic metal levels (Raimunda et al.
2014); and psk2, which plays a critical role in the synthesis
of cell wall lipids (Sirakova et al. 2001). In addition, 15 hypo-
thetical genes residing downstream of mutated promoters
were identified, and in five of these cases the promoter expe-
rienced two independent SNPs.

Discussion

Here we demonstrate consistent evidence for purifying selec-
tion on intergenic sites in five diverse species (excluding
M. tuberculosis), even when major regulatory elements are
excluded. This further challenges the view that IGRs can be
used as mostly neutral markers to estimate neutral mutation
rates or profiles (Wang and Chen 2013). Rather, our results

suggest these regions are rich with functional elements,
many of which are yet to be characterized, and are selectively
conserved andmaintained (Molina and vanNimwegen 2008;
Degnan et al. 2011; Luo et al. 2011). Although consistent
with previous work, this observation is pertinent with respect
to the default exclusion of IGRs from bacterial databases
based on the core genome multilocus sequence typing model
(Jolley andMaiden 2010; Sheppard et al. 2012; Maiden et al.
2013; Maiden and Harrison 2016). Our analysis suggests
the exclusion of IGRs from these databases is not warranted
either for biological or technical reasons.

We have used two fast and efficient approaches to mea-
suring selection on nonprotein coding sequences based on
established principles of population genetics and suited for
largewhole-genomedata sets. According to thenearly neutral
theory, slightly deleterious mutations are not eliminated
immediately from a population, but can persist for a period
of time determined by the selection coefficient (s) and the
effective population size (Ne) (Kimura and Ohta 1971; Ohta
1973). Highly deleterious mutations will be lost more quickly
while they are still very rare. The rarest SNPs are those
that are observed in only one genome (singletons), thus the
PSM reflects the frequency of highly deleterious mutations

Figure 5 Analysis of SNP densities within cooriented IGRs (those flanked by genes in the same orientation as each other). SNP densities were calculated
in 10-bp windows moving away from the gene start codon by dividing the number of SNPs by the number of IGRs of that length or greater (to normalize
for the unequal lengths of IGRs). Only unannotated intergenic sites were considered in the analysis.
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(Hershberg et al. 2008). Theweaker effect mutationswill tend
to be lost more gradually over time (Rocha et al. 2006).
Whereas the PSM approach provides a measure of howmany
SNPs are purged very quickly due to highly deleterious
effects, dI/dS provides a measure of how many deleterious
mutations have been purged relative to the coalescence time
of the genomes under consideration. Thus, these two meth-
ods are not only independent but also provide complemen-
tary comparisons encompassing both strongly and more
weakly deleterious mutations.

We demonstrate for the first time that, like dN/dS (Rocha
et al. 2006; Castillo-Ramírez et al. 2011), dI/dS also decreases
with divergence time, as the ratio is lower when considering
between- (rather than within-) CC comparisons. This con-
firms that the lower prevalence of segregating sites in IGRs
when compared to synonymous sites (i.e., dI/dS, 1) does not
simply reflect differences in mutation rate, and moreover our
analysis of IGR sequences near gene borders reveals that dS
has not been significantly inflated by transcription-derived
mutation. We also note that our analyses are likely to be
conservative. The comparator (dS) is not a perfect neutral
benchmark; selection at synonymous sites operates on codon
usage bias (Sharp et al. 2005), secondary RNA structure
(Molina and van Nimwegen 2008), and possibly GC content
(Balbi et al. 2009; Hildebrand et al. 2010; Rocha and Feil
2010; Namouchi et al. 2012). Moreover, dI/dS and dN/dS will
continue to decrease with divergence time until the synony-
mous sites are saturated, and there is no reason to suppose
that the available data corresponds to the minima for a given
species.

Our analyses provides a novel comparison of the strength
and direction of selection on different classes of regulatory
element within IGRs. This reveals that RBSs and noncoding
RNAs tend to be under relatively strong constraint, broadly
comparable to nonsynonymous sites. We have shown that the
average selection operating on terminator regions reflects
strong selection on the stem, combined with much weaker
selective constraint on the loop. Our results also demonstrate
that purifying selection is operating on IGRs (relative to
synonymous sites) even when predicted promoters, termina-
tors, RBSs, and noncoding RNAs are excluded, and that this
constraint is strongest close to gene starts. This suggests that
many functional elements in IGRs remain uncharacterized,
and unannotated intergenic sites close to gene borders may
have particular functional significance.

The power of our approach is underscored by novel evi-
dence for positive selection in predicted promoter regions in
M. tuberculosis. This result is highly statistically significant,
meaning that the signal of positive selection must be strong
enough not to be confounded by any background purifying
selection in our global comparisons. To gauge the functional
relevance of these promoter SNPs, we identified all down-
streamgenes, and noted a number global regulators, transcrip-
tion factors, and genes implicated in virulence or resistance.
A large number of hypothetical proteins were also identified,
which could form targets for future studies (Table S2). This

observation thus points to a key role of subtle changes within
promoters for short-term adaptation through regulatory rewir-
ing in this species, which may also help to account for the
paucity of variation within coding regions. A recent report by
McNally et al. (2016) is consistent with this view as it impli-
cated a key role for changes in promoters within a single E. coli
clone (ST131) as an adaptive response coinciding with the
gain and loss of accessory elements.

Conclusion

Here we have applied two tests to quantify the strength and
direction of selection acting on IGRs in bacteria. We demon-
strate consistent evidence of strong purifying selection on
IGRs in five species, even when major regulatory elements
are excluded. We also note the strength and direction of
selection varies with the class of intergenic regulatory ele-
ment, the speciesunder consideration, anddistance fromgene
border. We show that the signal of purifying selection in-
creaseswith divergence time for intergenic sites, just as it does
for nonsynonymous sites, and consistent with expectations
under the nearly neutral model of evolution. Although our
analysis is consistent with previous reports of very weak
purifying selection in M. tuberculosis (Hershberg et al.
2008), we are cognizant that this evidence is equivocal and
that our data may in fact reflect a complex combination of
purifying, positive, and possibly diversifying selection oper-
ating over short coalescence times (Farhat et al. 2013; Osório
et al. 2013; Pepperell et al. 2013; Casali et al. 2014). In sup-
port of this, we note strong evidence for positive selection
within M. tuberculosis promoters, and argue that regulatory
rewiring represents a major adaptive mechanism in this
species.

We conclude that our current understanding of the func-
tions encoded in IGRs is fragmented, and we would therefore
urge utmost caution before excluding these regions from
bacterial databases or core genome analyses. Our results call
for the routine analysis of the selection pressure operating
on, and hence functional relevance of, IGRs similar to those
carried out on protein-coding regions.
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