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Abstract

An intricate network of a variety of nerves is embedded within the complex anatomy of the human 

body. Although nerves are shielded from unwanted excitation, they can still be stimulated by 

external electromagnetic sources that induce strongly non-uniform field distributions. Current 

exposure safety standards designed to limit unwanted nerve stimulation are based on a series of 

explicit and implicit assumptions and simplifications. This paper demonstrates the applicability of 

functionalized anatomical phantoms with integrated coupled electromagnetic and neuronal 

dynamics solvers for investigating the impact of magnetic resonance exposure on nerve excitation 

within the full complexity of the human anatomy. The impact of neuronal dynamics models, 

temperature and local hot-spots, nerve trajectory and potential smoothing, anatomical 

inhomogeneity, and pulse duration on nerve stimulation was evaluated. As a result, multiple 

assumptions underlying current safety standards are questioned. It is demonstrated that coupled 

EM-neuronal dynamics modeling involving realistic anatomies is valuable to establish 

conservative safety criteria.
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1. Introduction

An intricate network of nerves with varying diameters, ion-channel-dynamics, and 

myelination is embedded within the complex anatomy of the human body, forming the 

central and peripheral nervous systems. Although most nerves are well shielded within the 

human body from external and unintended stimulation, they can still be stimulated by 
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external electromagnetic sources once certain thresholds are exceeded. While intentional 

stimulation is used in a wide range of therapeutic applications (e.g. deep brain stimulation), 

unwanted stimulation can elicit responses ranging from unpleasant sensations to significant 

hazards, and must therefore be limited.

Magnetic resonance imaging (MRI) scanners produce strong magnetic fields, one of the 

strongest external exposure sources encountered by the general public. Although MRI is a 

powerful, non-invasive imaging modality that does not require ionizing radiation, numerous 

safety issues must still be considered, including interactions between electromagnetic (EM) 

fields and tissues, such as unintended heating by energy deposition from the RF coil (MHz 

range) and nerve stimulation by the switching of the gradient coils (kHz). The time varying 

gradient B-field induces E-fields, which lead to ionic currents across neuronal membranes, 

possibly resulting in the activation or inhibition of signal propagation, or synchronization of 

neuronal activity (Reilly and Diamant 2011b).

The IEEE (IEEE 2002) and IEC (IEC 2010) standards and guidelines define frequency-

dependent thresholds for electric or magnetic field exposures, or rather dB/dt switching rates 

to avoid unintended adverse neuronal effects due to external sources. The underlying E-field 
limits have been identified mostly by simulations using the spatially extended nonlinear 

node (SENN) model (Reilly et al 1985, Reilly and Diamant 2011a).

The standards and guidelines are based on the following assumptions and considerations 

(ACs):

• AC1: the non-focality of the induced E-field (e.g. low spatial field gradients, no 

local high E-field spots).

• AC2: the identification of end-mode stimulation (i.e. stimulation at the neuron 

termination) as principal safety relevant mechanism of neurostimulation (partly 

consequence of the non-focality assumption). Therefore, the local E-field rather 

than its spatial gradient is deemed safety relevant.

• AC3: knowledge of local E-field strengths leading to neural stimulation. 

Typically, end-mode stimulation thresholds are determined by titration of a 20 

μm SENN fiber model, which is considered conservative for peripheral nerve 

excitation, while a 10 μm SENN model is used for brain nerve excitation in the 

IEEE standard. Different thresholds are used for cardiac excitation, which have 

been derived from modeling and, in the case of the IEC guidelines, experimental 

data.

• AC4: simulations involving simplified (e.g. ellipsoidal) representations of the 

human body relating external stimulation strength to local E-field exposure. 

Later studies involving more complex anatomical models have not dramatically 

altered the predicted relationship between magnetic field exposure (Liu et al 
2003) and local E-field; however, greater model detailedness and resolution 

result in increasing induced field predictions (So et al 2004).
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• AC5: averaging the E-field over a 5 mm distance (IEEE standard) based on 

observations about the relationship between the stimulation threshold and the 

length over which the field exists (IEEE 2002).

Additional safety factors are included to account for other aspects such as threshold 

variations across the population and uncertainty. Further considerations allow the handling 

of pulse shapes deviating from sinusoidal waveforms or monophasic stimulation. The IEEE 

standards are intended to protect against adverse effects only (painful or aversive reactions), 

rather than just perceptible ones.

Some of the assumptions underlying these guidelines and standards are questionable for the 

following reasons:

• The complex anatomical geometry of the human body with its strongly varying 

dielectric property distribution and important inter-tissue contrasts make it prone 

to generating local E-field foci.

• Strongly inhomogeneous E-fields can potentially cause center-type (axonal) 

neuron stimulation (Reilly and Diamant 2011b). This becomes evident when 

applying the activating function concept (Rattay 1989) to tissue interfaces where 

the E-field is discontinuous, for example.

• The relationship between the induced local E-field foci and the incident field 

shows important inter-person variation due to differences in individual 

morphology. Deriving thresholds based on the switching rate or incident field 

strengths is therefore complicated.

• The SENN model was developed to facilitate the simulation of E-field-induced 

neurostimulation by coupling an external potential distribution to a neuronal 

dynamics model derived from the Frankenhaeuser-Huxley model of myelinated 

neurons (Frankenhauser and Huxley 1964). While the Frankenhaeuser-Huxley 

model has a known temperature dependence of the channel dynamics, studies 

using the SENN model (including those underlying the IEEE C95.6 standard) 

typically use the original parameters determined at 22 °C. In some studies, 

parameters relevant at higher temperatures have been used; however, this has 

been performed globally disregarding possible local temperature ‘hot-spots’. 

Although exposure to RF fields during MRI can lead to strong local temperature 

increases (in the order of 5.8 °C (Murbach et al 2014), and much higher for 

patients with impaired thermoregulation), it is unclear how this affects neuronal 

dynamics.

• The E-field thresholds derived using the SENN model were determined in a 

homogeneous induced E-field exposure. It is not clear if end-mode stimulation 

thresholds are altered due to inhomogeneous field distribution, as present inside 

the human body.

• While the SENN model was derived with the intention of creating a generic, 

conservative model, it is unclear how conservative it is when compared to 

realistic motor or sensory neuron models. Also, the SENN model does not 
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reproduce certain neuronal behavior (e.g. time constant, waveform dependence) 

observed in magnetic stimulation experiments (McRobbie and Foster 1984).

Computable, functionalized anatomical phantoms integrating coupled EM-neuronal 

dynamics modeling in detailed anatomical models have been developed (Neufeld et al 2016) 

and are applied here to investigate the impact of MR exposure on nerve excitation within the 

full complexity of the human anatomy for the first time ever. Simulation of the fields 

generated by a specific MRI coil system were previously performed (e.g. early work by 

Gandhi and Chen (1999)). Coupled EM-neuronal dynamics modeling in anatomical models 

has previously been used to study intentional nerve root stimulation in the spine region 

(Ladenbauer et al 2010, Laakso et al 2014). The goals of this paper are:

• to identify and investigate the assumptions underlying current safety standards

• to apply the computable, functionalized anatomical phantoms to MRI gradient 

coil switching safety evaluations by simulating neurostimulation of the sciatic 

nerve in a complex anatomical model

• to investigate the impact of induced E-field inhomogeneity due to the dielectric 

property variation between tissues

• to investigate the impact of local RF-induced temperature hot-spots on neuronal 

dynamics

• to compare the SENN model with a less generic motor-neuron model

• to examine neurostimulation mechanisms under realistic conditions.

2. Methods

The computable, functionalized anatomical human phantoms offer high fidelity and 

detailedness and are empowered with integrated multi-physics solvers and tissue models 

optimized for the simulation of physical, physiological, and biological processes in living 

tissue (Neufeld et al 2016). They are at the core of the Sim4Life simulation platform (ZMT 

2015). The simulation setup consists of a functionalized computable anatomical phantom, an 

MRI gradient coil, and a generic RF birdcage coil (figure 1). The coupling of the different 

simulation steps is shown in figure 2.

2.1. Anatomical model

For the purpose of this study, the virtual population version 3.0 (ViP3.0, (Christ et al 2010, 

Gosselin et al 2014, IT’IS 2015)) Ella model (derived from MRI image data of a healthy, 26 

year old female volunteer) was functionalized with the sciatic nerve, a large, extended nerve 

that is subject to inhomogeneous exposure. The sciatic nerve can be easily traced, and 

sophisticated, realistic neuronal dynamics models already exist for motor neurons. The nerve 

was segmented as part of the Ella model from the lower back to the knee, as far as 

discernible in the underlying image data, and a spline was placed along the nerve trajectory 

following the peroneal branch. Tissue material parameters were assigned based on the 

dielectric dispersion models from Hasgall et al (2014) and Laakso and Hirata (2013) and the 

density, thermal properties, and tissue perfusion data were based on Hasgall et al (2014).
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2.2. Gradient coil modeling

2.2.1 Magneto-quasistatic (MQS) solver—EM simulations of the gradient coil-

induced fields and currents were performed using an MQS solver. To simulate gradient coil 

switching, the MQS solver first calculates a magneto-static vector potential (A0) such that 

the magnetic field B = ∇ × A0 satisfies the Biot-Savart law and subsequently determines the 

induced E-fields and currents using potential continuity while considering the 

inhomogeneous dielectric property distributions in the human anatomy. The equation ∇ · 

σ∇ϕ = −jω∇ · (σA0) is solved (σ: conductivity, ω: angular frequency, ϕ: electric scalar 

potential) which is appropriate (Bowtell and Bowley 2000, Bossetti et al 2008), as ohmic 

currents dominate over displacement currents in the body at these frequencies. For all tissues 

the following conditions are satisfied: the current distribution J ≠ 0 and ∇ · J = 0 in the 

gradient coil (closed current loops), and |ω2εd2|≪ 1, where d is the diameter of 

computational domain and ∈ is the complex tissue permittivity, i.e. the domain is much 

smaller than the wavelength.

2.2.2. Simulation—The gradient coil was modeled on a z-coil (geometry and current 

distribution) from Jin (1998), where z is oriented along the main body axis. A residuum 

reduction by 10 orders of magnitude was used as convergence criterion, with a mesh of 63 

million voxels and a finest resolution of 1.3 mm. The Ella anatomical model was inserted 

into the coil such that the center of the heart was shifted 375 mm on the z-axis from the 

isocenter (pelvic imaging position) and was voxeled with a 1.5 mm resolution. To scale the 

results from the quasistatic simulation (sinusoidal waveform) to the gradient coil switching 

situation, where the induced E-field and current are essentially constant during switching, 

the simulations were normalized to match the target slew rate (in (T m−1 s−1)). For this, the 

E-field was multiplied by 2πf to obtain the corresponding dB/dt. The slew rate was then 

determined as the average slope along the coil center line within ±20 cm from the iso-center. 

The following field strengths were determined (absolute values normalized to a slew rate of 

100 T m−1 s−1): the peak dB/dt (overall and in the region of the nerve), the peak E-field 

magnitude inside the fatty tissues (for comparison with So et al (2004)), the peak 

(shoulder region,  is the circularly polarized B-field component responsible for the 

imaging), and the tangential E-field at the ends of the neuron model (determined by dividing 

the potential difference between the last two nodes by their distance).

2.3. RF-coil modeling

2.3.1. EM—The power deposition from a 16-rung ‘band pass’ 3 T RF-birdcage coil 

modeled on the MITS3.0 (ZMT, Zurich MedTech AG, Switzerland) (radius: 375 mm, coil 

height: 490 mm, shield height: 760 mm, leg width: 20 mm, ring width: 20 mm, thickness of 

legs and endrings: 4 mm) was determined using a hardware accelerated finite-differences 

time-domain (FDTD) solver employing Yee discretization (Taflove and Hagness 2005) and 

optimized for inhomogeneous material distributions. The coil model was tuned to the correct 

resonant mode by adapting the coil capacitances and validated with field measurement data. 

The coil was driven in quadrature mode fed by two, 90° spatially separated, ports. A two-

step total-field/scattered-field approach was used, where the incident field is determined in a 

harmonic simulation of the empty coil with an optimized grid and then applied using 
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Huygens’ principle to a homogeneously voxeled anatomical model (Benkler et al 2009). The 

resolution inside the anatomical model was 2.15 mm, and 60 periods were simulated 

(convergence tests were performed). The RF fields were normalized to a 4 W kg−1 wbSAR 

(whole body average SAR) in accordance to first level controlled operating mode (IEC 

2010).

2.3.2. Thermal—Using the same discretization, the RF-induced steady-state temperature 

increase was determined by solving the linear Pennes bioheat equation (Pennes 1948) 

considering perfusion, but neglecting thermoregulation (e.g. temperature dependent 

perfusion and sweating). A finite-differences steady-state (FD StST) solver was used. The 

tissue parameters were assigned based on Hasgall et al (2014), Laakso and Hirata (2013). 

Convective boundary conditions were employed on the surface (convection coefficient h = 6 

W m−2 K−1, outside temperature of 25 °C) and towards internal air cavities (h = 10 W m−2 

K−1, cavity temperature of 37 °C) to model skin cooling and internal air flow. A Dirichlet 

boundary condition (37 °C) was applied to consider the local impact of large blood vessels. 

Neglecting thermoregulatory mechanisms such as vasodilation leads to a conservative 

overestimation of the temperature increase in patients with uncompromised circulatory 

response. In reality, the steady-state temperature is typically reached after 15–30 min of 

continuous exposure.

2.4. Neuronal dynamics modeling

2.4.1. Neuron models—The NEURON software (Carnevale and Hines 2006) was 

integrated into the computable, functionalized anatomical phantom (Neufeld et al 2016). 

Coupling of EM-fields to neurons is achieved by computing the electric potential along the 

neuron and using the ‘extracellular mechanism’ of NEURON. The novel computable 

phantoms also support local temperature dependent neuronal dynamics models. Such models 

were implemented along the sciatic nerve spline. This included a 20 μm SENN model (at 

22 °C and 37 °C; called SENN22 and SENN37), a local temperature dependent SENN(T) 

model (Neufeld et al 2016), a more detailed motor-neuron model based on McIntyre et al 
(2002) (MOTOR), and a temperature dependent variant of the latter (MOTOR(T)). Since 

detailed motor-neuron models have only been described up to a 16 μm diameter in McIntyre 

et al (2002), a 16 μm SENN37 model (SENN37-16 μm) was also simulated for comparison.

2.4.2. Smoothing—Jittery tracing of nerve trajectories is common in image-based neuron 

models (evident from neuron morphologies in Hines et al (2004)), as the tracing process is 

based on stacks of image slices. Since the tangential E-field is relevant for neurostimulation, 

the impact of this jitter was investigated by performing simulations with the originally traced 

trajectory and a smoothed variant , where 

 are points along the trajectory and the smoothing parameter s = 0.1/0.2/0.3). To 

investigate the impact of potential smoothing, the potenial was convoluted with Hanning 

windows of width 5 and 20 (equivalent to a filter length of 5/20 mm). As the IEEE standard 

allows for field averaing over 5 mm (IEEE 2002), simulations were also performed using a 

5-point boxcar averaged potential (the node-internode distance in the 20 μm SENN model is 

1 mm).
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2.4.3. High field location—In addition to the placement of a neuron model along the 

sciatic nerve, a short SENN model segment (7 cm) was placed near the collar bone at a high 

E-field location (41V m−1 for a slew rate of 100 T m−1 s−1, peak value found in fat and 

subcutaneous adipose tissues), to determine the external field strength at which stimulation 

might occur for comparison with other reported data on stimulation thresholds.

2.4.4. Pulse shape—Three time-dependent field scaling functions were used (pulse shape 

by which ϕ is multiplied, see figure 3):

• f1(t) is a pseudo-‘biphasic’ pulse with a 0.2 ms initial zero scaling interval, 

allowing the neuron model to equilibrate, followed by a 0.2 ms positive 

amplitude rectangular pulse and an equivalent negative amplitude pulse separated 

by a 5 ms interval. The overall simulated duration was 10 ms. This curve shape is 

equivalent to the shape of the derivative of the gradient coil scaling function in 

Turk et al (2012) and Bowtell and Bowley (2000), and is suitable for the 

modeling of gradient switching induced currents;

• f2(t) uses a single 2 ms pulse, similar to what was employed by Reilly and 

Diamant (2011b), to determine the rheobase;

• f3(t) uses a true biphasic pulse with a 0.2 ms initial zero scaling interval, 

followed by a 0.1 ms positive amplitude rectangular pulse and an equivalent 

negative amplitude pulse immediately after.

2.4.5. Simulations—Neuron simulations were performed:

• using the different neuron models (SENN22 / SENN37 / SENN(T) / MOTOR / 

MOTOR(T)),

• without smoothing / with trajectory smoothing / with potential smoothing,

• with simulation-based / with constant tangential E-fields (for comparison with 

the SENN simulations underlying the safety guidelines),

• with the three scaling functions.

3. Results

Representative visualizations of the result distributions from the EM and thermal simulations 

are presented in figure 4. Strong inhomogeneity is evident not only for the RF but also for 

the LF E-field. Table 1 compares the observed peak dB/dt, induced E, and  values with 

those found by So et al (2004) (So et al (2004) specifies the values for a coil current of 1 A; 

for comparison purposes, they were scaled by a factor of 200, as estimated from figure 2 in 

So et al (2004), to match the 100 T m−1 s−1 slew rate). The tangential E-field at the ends of 

the neuron model was 1.9 V m−1. The heating was comparable to reported steady-state peak 

temperature predictions (Murbach et al 2014), assuming fixed perfusion (absence of 

thermoregulation).

Sciatic nerve stimulation was observed only for a switching rate five times higher than 100 T 

m−1 s−1 (four times higher for the monophasic pulse f2(t), illustrating the known pulse shape 
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and duration dependence of the stimulation threshold and eight times higher for the truly 

biphasic pulse f3(t), illustrating how the rapid phase reversal can partly compensate the 

excitatory potential of the first phase for such short pulses). The short neuron model placed 

at a high field location was, however, already stimulated at 109 T m−1 s−1 (SENN22; 130 T 

m−1 s−1 for SENN37 and SENN(T)). Table 2 shows the change in the stimulation threshold 

compared to SENN22 for different temperature and smoothing models and in comparison to 

the MOTOR models (for the sciatic nerve stimulation with pseudo-biphasic and monophasic 

pulses fi and f2, as well as for the short neuron model placed at a high E-field location). 

Figure 5 shows the transmembrane potential over time at four equidistantly spaced locations 

along the sciatic nerve (see figures 1 and 4) for a stimulation strength sufficiently high to 

result in spiking in all neuron models.

The chronaxie was found to be 30% lower than that obtained with homogeneous field 

exposure (0.12 ms, as in Reilly and Diamant (2011b)), while the threshold end-mode field 

strength (tangential E-field at neuron end obtained after titration) increased by 10%.

In comparison to the SENN37-16 μm model, the detailed motor-neuron model (MOTOR) 

reduced the predicted stimulation threshold by 37%, while the temperature dependent 

MOTOR(T) reduced it by 21%. The SENN37-16 μm model predicted a 14% higher spiking 

threshold than the 20 μm SENN37 model. This diameter-related increase under 

inhomogeneous exposure was slightly lower than the 20% expected for homogeneous 

exposure, where an inverse proportionality relationship between stimulation threshold and 

diameter holds. To ascertain that this was due to the field inhomogeneity, spiking thresholds 

were also determined with homogeneous exposure and straight trajectories, resulting in 

exactly the expected 20% difference.

4. Discussion

Although both the coil and the anatomical model differ greatly, the obtained dB/dt, E, and 

 values (table 1) are within the same range as those observed by So et al (2004). The 

small stimulation threshold differences between Reilly’s original SENN implementation and 

the results obtained with homogeneous exposure in this study can be explained by the 

different numerical approaches of the temporal neuronal dynamics integration and the 

different discretization of the neuron.

While temperature seems to have only a minor impact on stimulation thresholds, the action 

potential propagation dynamics change dramatically, as shown in figure 5. Higher 

temperature, global (SENN37) or local (SENN(T)), results in shorter spikes and higher 

(global or local) nerve conduction velocity. The temperature distribution used for the 

SENN(T) model was obtained neglecting perfusion upregulation by local temperature-

induced vasodilation. In patients with uncompromised thermoregulation, the temperature 

increase hot-spot at the knee would be reduced by about a factor of two Murbach et al 
(2014) such that the neuron dynamics would be closer to that obtained using SENN37.

It is apparent in figure 5 that during gradient on-switching end-mode stimulation occurs, 

while during gradient off-switching axonal center-type stimulation dominates. This indicates 
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that contrary to common assumption center-type stimulation is similarly relevant to 

endmode stimulation. This has also been observed for the short SENN model placed at the 

high-field collar-bone location when the neuron model is placed such that the E-field peak is 

at its center. While simply terminating the dynamic neuron model by truncation is the 

procedure that was also applied when using the SENN model to derive the basis for the 

safety standards, the results must be viewed with caution, as in reality motor neurons end in 

neuromuscular junctions.

Changing the smoothing parameter s from 0 up to 0.3 results in stimulation threshold 

variations up to 40%, indicating that it is important to not only trace the nerve trajectory by 

marking the nerve location on a successive series of image slices or by placing selected 

points in 3D, but also to reproduce its smoothness/jaggedness and bends. Smoothing the 

potential increases the stimulation threshold estimation as expected (the threshold increases 

with widening smoothing kernel as the second potential derivative related activating function 

decreases). The motivation to introduce current or potential smoothing (as resulting from the 

5 mm field averaging in the IEEE guidelines, AC5) is a result of strong field discontinuities 

observed in the simulations due to dielectric contrasts at interfaces. In reality, it is the 

sampling of the electric field by the finite distance between neuronal nodes that has this 

regularizing effect, which is correctly and naturally reproduced by discrete neuron models so 

that additional field smoothing is not justified. Therefore, while trajectory smoothing should 

be performed to avoid jaggedness and bends that are inexistent in reality, potential or field 

smoothing should be avoided and replaced by consideration for the finite distance between 

nodes. However, special attention must be paid to discretization related simulation artifacts, 

and removal by very local averaging can be appropriate.

The influence of field inhomogeneity on the end-mode stimulation E-field threshold 

obtained by titration indicates that it is not possible to derive stimulation field strength 

thresholds independent of the field distribution. As inhomogeneous fields lead to different 

neuron behavior, field simulations alone are insufficient and must be combined with coupled 

neuronal dynamics simulations, or additional safety margins need to be considered.

The short neuron segment placed at the high field location near the collar bone showed 

center-type stimulation starting at a switching rate of 109 T m−1 s−1 (SENN22), which is in 

agreement with the threshold values reported by Bowtell and Bowley (2000) and can occur 

in realistic imaging situations. The peak dB/dt at 100 T m−1 s−1 is close to the limit between 

the IEC Uncontrolled Exposure Zone and the IEC First Controlled Operating Zone for a 

magnetic flux density switching duration of 10 μs duration. Furthermore, considering the 

uncertainty associated with numerical modeling, it is concluded that the safety thresholds, 

which are strongly modeling-based, do not include large safety margins compared to 

predicted nerve stimulation (not identical with adverse or critical stimulation) thresholds.

Various assumptions underlying safety guidelines and standards appear to be problematic: 

The simulations indicate high spatial field gradients, conflicting with the assumption of non-

focality (AC1). End-mode stimulation is not always the principal safety relevant mechanism 

(AC2). Therefore, and because of the impact of spatial field inhomogeneity on stimulation 

thresholds (AC3), local field alone is not a sufficient safety criterion. Furthermore, important 

Neufeld et al. Page 9

Phys Med Biol. Author manuscript; available in PMC 2017 June 21.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



factors are overlooked by analyses based on simplified geometrical body models (AC4). The 

comparison with the detailed motor-neuron model indicates that the SENN model is not 

necessarily conservative (AC3). Consequently, the suitability of the currently applied safety 

thresholds must be reviewed, as enhanced safety margins might be required. Additional 

simulations using detailed anatomical models and, preferably, coupled neuronal dynamics 

modeling should be performed and experimentally validated. Our results indicate that it 

might be necessary to extend the standards to also account for field inhomogeneity-related 

factors (e.g. using approaches similar to the activating function proposed by Rattay (1989)).

As coupled EM-neuronal dynamics simulations featuring detailed anatomical models have 

been found to be valuable for investigating low frequency safety, functionalized anatomical 

models that already include neuronal dynamics models for critical nerves can significantly 

enhance the simulations.

5. Conclusions

Within this study, a computable, functionalized anatomical phantoms enriched with 

integrated neuronal dynamics solvers and tissue models, allowing coupled EM-neuronal 

dynamics simulations within the full anatomical complexity of the ViP3.0 models, was used 

to investigate low frequency exposure safety considering the combined effect of field 

distributions in inhomogeneous, realistic anatomies and complex neuronal dynamics. It was 

used to investigate assumptions underlying current safety standards. For that purpose 

gradient coil switching-induced sciatic nerve stimulation was studied. Aspects that were 

examined include: models of neuronal dynamics, impact of temperature and local hot-spots, 

nerve trajectory and potential smoothing, anatomical inhomogeneity, and pulse duration.

The EM simulation results are in agreement with previous publications. The results show 

that field inhomogeneity affects stimulation thresholds; therefore, local field strength-based 

limits might be insufficient and coupled EM-NEURON simulations are necessary. Realistic 

anatomical models are required to determine the inhomogeneous fields. Temperature has 

only a minor impact on the stimulation threshold, but strongly affects neuronal dynamics. 

While the neuron trajectory should be smoothed when performing coupled EM-NEURON 

simulations, the potential or E-field (AC5) along the nerve should not be. Multiple 

assumptions underlying the safety standards and guidelines are questioned: non-focality 

(AC1), the dominance of end-mode stimulation (AC2), the existence and knowledge of E-

field stimulation thresholds (AC3), the conservativeness of SENN (SENN22 with 10/20 μm) 

(AC3), and the suitability of simple geometries for calculating the induced E-field (AC4).

The results of this study provide a valuable tool for safety assessments and stimulation 

mechanism investigations. The computable, functionalized anatomical human phantoms can 

also be used to study MR safety in the presence of implants which are expected to interact 

with neurons in ways that, due to the large local field gradients, cannot be captured by field 

thresholds only.
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Figure 1. 
Simulation setup showing the anatomical model with highlighted nerve trajectories (A), 

inside the RF coil (B), and inside the gradient coil (the arrows indicate the orientation of the 

current flow in the coil) (C).
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Figure 2. 
Coupling of the different simulation steps: the neuronal dynamics induced by the gradient 

coil field is simulated with varying field magnitude (a process called ‘titration’; here a 

bisection approach with a threshold accuracy of 1% is used) to determine the stimulation 

threshold. The impact of RF-induced tissue heating can be considered.
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Figure 3. 
Pulse shapes: pseudo-‘biphasic’ pulse f1(t) modeled on the derivative of the gradient coil 

scaling function, monophasic pulse f2(t), and true biphasic pulse f3(t).
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Figure 4. 
Simulation results showing the local SAR distribution in dB (10 × log()) (A), the RF induced 

heating (B), and the LF E-field in dB (20 × log()) (C). (C) includes enlarged field 

distributions near stimulation locations and a plot of the tangential E-field along the nerve.
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Figure 5. 
Gradient coil switching transmembrane voltage over time at four equidistantly spaced 

locations along the sciatic nerve, for a stimulation amplitude just above the highest threshold 

of the three neuron models SENN22 (a), SENN37 ((b); red-dashed), and SENN(T) ((b), 

blue). The on-and off-switching time intervals are highlighted in grey. It is evident that both 

end-mode and axonal stimulation occur, and that neuronal dynamics is strongly affected by 

temperature.
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Table 1

Comparison of field and exposure strengths obtained in this study versus values from So et al (2004).

Peak dB/dt Peak E-field fatty tissue Peak 

This study Nerve region
71 T s−1

Overall 120
T s−1

41 V m−1 0.015 T

So et al (2004) 80 T s−1 22–50V m−1 0.0128 T
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