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Abstract

We are developing a dietary assessment system that records daily food intake through the use of 

food images taken at a meal. The food images are then analyzed to extract the nutrient content in 

the food. In this paper, we describe the image analysis tools to determine the regions where a 

particular food is located (image segmentation), identify the food type (feature classification) and 

estimate the weight of the food item (weight estimation). An image segmentation and 

classification system is proposed to improve the food segmentation and identification accuracy. 

We then estimate the weight of food to extract the nutrient content from a single image using a 

shape template for foods with regular shapes and area-based weight estimation for foods with 

irregular shapes.

Index Terms

Dietary Assessment; Image Segmentation; Object Identification; Weight Estimation

1. INTRODUCTION

There is a health crisis in the US related to diet that is further exacerbated by our aging 

population and sedentary lifestyles. Dietary assessment, the process of determining what 

someone eats during the course of a day, is essential for understanding the link between diet 

and health. Preliminary studies have shown that mobile telephones with built-in digital 

cameras and network connectivity provide unique mechanisms for improving the accuracy 

and reliability of dietary assessment [1]. Previous research advances have been made in this 

area including plate detection [2], food image enhancement [3, 4] and volume estimation 

with a laser attachment [5]. We are developing an image analysis system to estimate the 

foods consumed at an eating occasion from food images acquired by mobile telephones. The 

system is designed to be easy to use and not place a burden on users by having to acquire 

multiple images or a video of the food. Thus our goal is to automatically identify foods and 

estimate the weight of foods from a single image (see Figure 1).
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In our approach, once a food image is acquired, image segmentation methods are used to 

locate object boundaries for food items in the image. We propose an integrated image 

segmentation and identification method which is similar to [6] in the way that we iteratively 

use the identification feedback to refine the segmentation and identification results, but our 

method is not based on the assumption of particular food location or a uniform color 

tablecloth. After food items are segmented and identified, it is important to accurately 

estimate the weight of each food item in order to determine the nutrient content. For foods 

with regular shapes, we use food specific shape templates to estimate the volume similar to 

the approach described in [7]. Once the volume is estimated the nutrient content is obtained 

using the density information for that particular food type [8]. For foods which do not 

conform to a regular shape (e.g. scrambled eggs) or foods which have large variations in 

shape due to eating or food preparation conditions (e.g. cut carrots in a salad), we investigate 

a direct area-based weight estimation method.

2. FOOD SEGMENTATION AND IDENTIFICATION

There are three main components of our food segmentation and identification approach: 

image segmentation, feature extraction and classification, and segmentation refinement (see 

Figure 2). Traditional segmentation methods usually require user-specified input parameters 

which can result in under-segmentation or over-segmentation. To obtain a stable 

segmentation, we propose to combine image segmentation and classification using a 

segmentation refinement step in which the classification feedback can be used to refine 

image segmentation until maximal classification confidence has been achieved.

2.1. Image Segmentation

Several popular image segmentation methods have been evaluated in [9] based on 300 

images from the Berkeley Segmentation Database by estimating precision and recall with 

regard to human ground-truth boundaries. The ranges for the input parameters of each 

segmentation method were determined experimentally so as to produce segmentations that 

go from under-segmented to over-segmented. According to the experimental results in [9] 

we adopt the framework of Local Variation [10] to generate a list of initial segmentations in 

our system because this segmentation method is more stable to the change of input 

parameters. For example, from under-segmentation to over-segmentation, the input 

parameter range of Normalized Cuts [11] is within [2, 128] while the input parameter ranges 

of Local Variation [10] is within [10, 1800].

Local Variation [10] is a graph based image segmentation method with weight on each edge 

measuring the dissimilarity between pixels. This method segments the image based on the 

degree of variability in neighboring regions of the image. The internal difference of a 

segmented region is defined to be the largest weight in the minimum spanning tree, MST(A, 

E), of the region:

(1)
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where w(e) is the weight of an edge e. The difference between two segmented regions is 

defined to be the minimum weight edge connecting the two regions:

(2)

Two regions are segmented if the difference between the two regions Dif(A, B) is large 

relative to the internal difference within at least one of the two regions. The degree to which 

the difference between regions must be larger than minimum internal difference is controlled 

by a threshold k:

(3)

where |A| denotes the size of A.

The input parameter k roughly controls the size of the regions in the resulting segmentation. 

Smaller values of k yield smaller regions and favor over-segmentation. In our 

implementation we use k = 150. Examples of initial segmentation results using Local 

Variation are presented in Figure 5 (b).

2.2. Food Classification

Food classification is particularly difficult because foods can dramatically vary in 

appearance such as shape, texture, color and other visual properties. An essential step in 

solving the food classification problem is to adequately represent the visual information of 

foods. This is commonly known as feature extraction. In our implementation, we extract 

color and texture features for food classification. Four color descriptors namely Scalable 

Color Descriptor (SCD), Color Structure Descriptor (CSD), Dominant Color Descriptor 

(DCD) and Color Layout Descriptor (CLD) in MPEG-7 standard [12] are used in our 

system.

SCD is a color histogram descriptor in HSV Color Space with a uniform quantization of the 

HSV space to 256 bins, which includes 16 levels in H, 4 levels in S, and 4 levels in V. CSD 

expresses local color structure in HMMD color space using an 8 × 8 grid scanning the 

image. Suppose the image contains K structuring elements (s0, s1, …, sK−1) and N quantized 

colors (c0, c1, …, cN−1). Then if cn ∈ sk, xn,k = 1; otherwise xn,k = 0. A color structure 

histogram can be denoted by h(n), n = 0, 1, …, N − 1 where the value in each bin 

. DCD uses color clustering to extract a small number of representing 

colors and their percentages from a segmented region in the perceptually uniform CIE LUV 

color space. CLD is used to capture the spatial distribution of color in a segmented region. 

The segmented region is divided into small blocks. The average color of each block in 

YCrCb color space is calculated to form the descriptor.
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Texture, similar to color, is a very descriptive low-level feature for image search and 

matching applications. In our system, we used the following three texture descriptors [13] 

for food classification:Gradient Orientation Spatical-Dependence Matrix (GOSDM), 

Entropy-Based Categorization and Fractal Dimension Estimation (EFD) and Gabor-Based 

Image Decomposition and Fractal Dimension Estimation (GFD).

GOSDM consists of a set of gradient orientation spatial dependence matrices to describe the 

texture by the occurrence rate of the spatial relationship of gradient orientations for different 

neighborhood size. EFD can be seen as an attempt to characterize the variation of roughness 

of homogeneous parts of the texture in terms of complexity. In general regions of the image 

corresponding to high complexity (high level of detail) tend to have higher entropy, thus 

entropy can be seen as a measure of local signal complexity. Once the entropy is estimated 

for pixels in the texture image, the regions with similar entropy values are clustered to form 

a point categorization. The fractal dimension descriptor is, then, estimated for every point set 

according to this categorization. GFD is also based on fractal dimension. Instead of using 

entropy categorization, the image is decomposed into sub-images in its spatial frequency 

dimension using Gabor filter-bank which consists of a set of Gabor filters. The fractal 

dimension is estimated for each filtered response.

In our system, each segmented region is regarded as a stand-alone image by masking and 

zero padding the original image. After extracting color and texture features from a 

segmented region, we assign a category label to the segment based on a majority vote rule of 

the nearest neighbors. Let Ii be the training image index and ci be the category index of the i
−th training image. Let ϕ be the feature space and s0, s1, …, sN−1 be the set of segmented 

objects in the test image. For each sn in the feature channel ϕf, we find K nearest neighbors 

of sn among all the training images using the normalized L1 norm distance (sum of absolute 

differences). Denote the K nearest distances as:

(4)

d0(sn, i) is the minimum distance of the test segment sn to all the training images and the i-th 

image is the best match of sn in the feature space ϕf. In order to combine different feature 

channels and find the best matching category, we introduce the following category labeling 

confidence score of the segment sn in the m−th category:

(5)

In our system, each segment is assigned to 4 food categories with the top 4 largest category 

labeling confidence score. The original image is sent back to the participant to confirm the 

top food category, select from the next three, or designate a food category from a larger list 

of choices.

He et al. Page 4

Proc (IEEE Int Conf Multimed Expo). Author manuscript; available in PMC 2017 May 30.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



2.3. Integrating Food Segmentation and Classification

Since the image segmentation method is limited by a particular choice of input parameters, 

some food items may be under-segmented, while others may be over-segmented (see Figure 

3). We seek to overcome the segmentation problem by using the confidence scores 

iteratively to refine the segmentation results. To detect under-segmentation, we first scan all 

the segments (s0, s1, …, sN−1) in the image to filter out small segments. In our 

implementation, we define “small segments” as segments that contain less than 1/50 pixels 

of the original image. Each remaining segment is iteratively segmented and classified until 

the maximum confidence score has achieved. If the food category labeling confidence score 

is improved by re-segmentation, we accept the new segmentation; otherwise the original 

segmentation is kept as final segmentation. After under-segmentation examination, we renew 

the label of segments as s0, s1, …, sq and the corresponding food category label as c0,0, c0,1, 

…, c0,K−1, …, cq,0, cq,1, …, cq,K−1. For each adjacent pair of segments (si, sj), if a food 

category label ci,m in the set ci,0, ci,1, …, ci,K−1 equals to a food category label cj,n in the set 

cj,0, cj,1, …, cj,K−1, the corresponding food category labeling confidence scores pi,m and pj,n 

are added to form a new confidence score p. If p > pi,0 and p > pj,0, we combine these two 

segments si and sj with their updated K category labels corresponding to the K largest 

confidence scores in the descending order. This process of over-segmentation examination is 

done iteratively until the maximum overall confidence score is achieved. An example of 

segmentation refinement is shown in Figure 4.

After under-segmentation and over-segmentation examination, we still have redundant 

segments, such as segments in checkerboard area and segments in background area. We deal 

with these redundant segments using a fast rejection step. The segments in the checkerboard 

and image boundary area are filtered out. The checkerboard is designed for color correction 

and image calibration. Besides food items, our training dataset also has a “non-food” 

category which contains the training segments of non-food items such as plates, glasses, and 

forks. Any segment that falls into this category will be filtered out. For the final step, we 

filter out the segments with low food category labeling confidence scores. Examples of the 

final image segmentation results are shown in Figure 5.

Our proposed integrated image segmentation and classification method was tested on 1453 

food images with 96 unique food items. The food images were acquired by 45 participants 

in natural eating conditions (also referred to “free-living” or “community-dwelling” such as 

home and on the go). The food identification accuracy is defined as:

(6)

where TP indicates True Positives (correctly detected food segments); FP indicates False 

Positives (incorrectly detected food segments or misidentified foods); TN indicates True 

Negatives (food not detected). Finally, K refers to the identification accuracy order. If we are 

interested in knowing the identification accuracy using the top 4 outputs (food category 

labels) of the classifier, K is set to 4. The identification accuracy of all the images using the 

top 1 and top 4 food category outputs from the classifiers is 34%and 63%respectively. Some 
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foods (e.g. yogurt, water) in our free-living images are difficult to identify because they are 

served in non-transparent containers; some others (e.g. coke and coffee) are inherently 

difficult to identify due to their visual similarity in the feature space. We hope to further 

improve the food identification accuracy by exploring contextual information in addition to 

visual characteristics.

3. FOOD WEIGHT ESTIMATION

Estimating the weight of food is a critical component in both clinical and research dietary 

studies. In our system, after foods are segmented and identified, we estimate the weight in 

order to determine the nutrient content. In general, there are two ways to estimate the weight 

of foods from a food image. One way is to estimate the volume of the food, then use the 

density information [8] for that particular food type to estimate weight. The other way is to 

directly estimate the weight of food using area and training data. In our system, we use the 

shape template 3D reconstruction method for foods with regular shapes described in [7], and 

an area-based weight estimation method for foods which do not conform to a regular shape 

or foods which have large variations in shape.

3.1. Volume Estimation

After camera calibration and obtaining the camera pose information, we implemented a food 

specific shape template method to reconstruct a 3D model of the food item [7]. Two inputs 

are used for this approach, the segmentation mask that indicates the location of each food 

item and the food label obtained from food identification. We obtain the specific shape 

template for each food item based on its food label. For example, we use a sphere shape to 

approximate the 3D shape of an apple or an orange and a cylinder shape for a liquid. We 

then detect the feature/corner points from the segmented region of each food item. We define 

the feature points as the dominant points or corner points which can be used to compute the 

geometric information of the shape template. For example, the feature points of a cylinder 

shape template are the top-left, top-right, bottom-left, bottom-right corners from the 

segmentation mask. These points can be used to estimate the top radius, bottom radius and 

the height of the cylinder shape. The feature points are then back projected onto 3D world 

coordinate using the camera matrix P obtained from the camera calibration as shown in 

Equation 7. In Equation 7, we represent the points xi on the image plane as (u, υ, 1)T and the 

3 × 4 homogeneous camera projection matrix P is equal to C[R|T]. We also denote the 3D 

world coordinate points as (Xw, Yw, Zw, 1)T. The origin of the world coordinate is located at 

one of the checkerboard corners. Then, we use the assumption that all the bottom points 

which are adjacent to the table have Zw = 0. We also use other assumptions such as the top 

point of a cylinder shaped object has the same Xw, Yw values with the bottom point. Using 

these assumptions, we obtain the 3D coordinate of all the feature points. Finally, we use the 

coordinates of the feature points in 3D world coordinate to obtain the food volume of the 

regularly shaped object. By using our pre-defined shape templates, we are able to estimate 

the food portion size. Based on the experiments for beverage images using cylinder shape 

template, the average relative error was about 11% [7]. This result shows that estimation of 

the food volume from single image can be accomplished using the computational solution. 
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However, further study is needed to expand our method as to improve the accuracy of 

volume estimation for more food items.

(7)

3.2. Area-Based Weight Estimation

When a food image is acquired, the distance, direction and pose of the camera are not 

restricted, thus the food image is usually geometrically distorted. To accurately estimate the 

food area, we convert a geometric distorted image to a front view image. We model the 

camera as a perspective camera which is commonly utilized in photography. Projective 

geometry models the geometric distortion which arises when a plane is imaged by a 

perspective camera. Twelve corner points are detected on the checkerboard and labeled as 

 in the following order: top to bottom, left to right. Each corner point is 

represented using their homogeneous coordinates (xi, yi, 1)T, where i ranges from 1 to 12. 

We define the 3 × 3 projective transformation matrix H as a mapping from the corner points 

in the distorted image to the undistorted image.

(8)

where pdst is the corresponding corner points in the distortion free image. The 

transformation matrix H has nine elements with only their ratio significant, so the 

transformation is specified by 8 parameters. We use the Direct Linear Transformation (DLT) 

method [14] to estimate H using the corner points (Equation 9).

(9)

where  is denoted as ; hj is the i-th row of H. Figure 6 shows an example of 

the original image and the corresponding corrected front view image after applying H to 

remove both perspective distortion and affine distortion in the original image. The area of 

the segmented food item is measured in the corrected image as the ratio between the 

segmented food area and the area of one color block in the checkerboard (fiducial marker).

After the food in the image is identified and the area is estimated, we estimate the weight of 

the food using the area-weight relation in the training data of the corresponding food item. 

Linear interpolation of the N nearest areas in the training data is used to estimate the weight 

of the requested food item.
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We use images of fried razor clams in the experiment to evaluate the accuracy of our area-

based weight estimation method. We choose to use fried razor clams mainly because they 

can have large variations in shape and size due to different food preparation conditions or 

different number of razor clams on the plate. Figure 6 shows sample images of fried razor 

clams used in our experiment. We have acquired 143 images in total and divided them 

evenly into 13 data sets. Weight of the food items in the images ranged from 20 gram to 320 

gram. Each data set contains the images of fried razor clams with the same appearance, size 

and weight, but the images are taken in different distance or direction. Images in different 

data sets vary in appearance, size and weight. We randomly selected some of the data sets as 

training data and others as testing data to test the accuracy of our area-based weight 

estimation method. The estimation error is obtained using Equation 10.

(10)

where N is the number food items in testing images; wi is the estimated weight of food item 

i; wg is the ground-truth weight of the corresponding food item. The weight estimation error 

reduces to about 10% as the number of training data sets increases which is reasonable 

comparing to the 11% error of the shape templates method [7]. The area-based weight 

estimation method is used as a simple approach when the foods do not conform to a regular 

shape or have large variations in shape due to eating or food preparation conditions. We 

investigate to further improve our approach using geometric constraints and context 

information.

4. CONCLUSION

In this paper we proposed an integrated image segmentation and identification system to 

determine the regions in an image where food items are located and identify the food 

category. After food segmentation and identification, we estimated the weight of food to 

extract the nutrient content from a single image using shape template for foods with regular 

shapes and area-based weight estimation for foods with irregular shapes.
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Fig. 1. 
An ideal food image analysis system for dietary assessment.
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Fig. 2. 
Our food location and identification system.
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Fig. 3. 
An example of under-segmentation and over-segmentation. Left column shows the original 

image; Right column shows the initial segmentation result.
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Fig. 4. 
An example of segmentation refinement. Left column shows the original image; Middle 

column shows the initial segmentation result; Right column shows the segmentation 

refinement result.

He et al. Page 13

Proc (IEEE Int Conf Multimed Expo). Author manuscript; available in PMC 2017 May 30.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Fig. 5. 
Examples of image segmentation and segmentation refinement. (a) shows the original 

images. (b) shows the initial segmentation results using local variation segmentation method. 

(c) shows the segmentation refinement using food classification confidence score. (d) shows 

the final image segmentation results after fast rejection.
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Fig. 6. 
An example of image transformation: the original image (left) and the corresponding 

corrected front view image (right).
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