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Numerical Approximation of
Elasticity Tensor Associated
With Green-Naghdi Rate
Objective stress rates are often used in commercial finite element (FE) programs. How-
ever, deriving a consistent tangent modulus tensor (also known as elasticity tensor or
material Jacobian) associated with the objective stress rates is challenging when complex
material models are utilized. In this paper, an approximation method for the tangent
modulus tensor associated with the Green-Naghdi rate of the Kirchhoff stress is employed
to simplify the evaluation process. The effectiveness of the approach is demonstrated
through the implementation of two user-defined fiber-reinforced hyperelastic material
models. Comparisons between the approximation method and the closed-form analytical
method demonstrate that the former can simplify the material Jacobian evaluation with
satisfactory accuracy while retaining its computational efficiency. Moreover, since the
approximation method is independent of material models, it can facilitate the implemen-
tation of complex material models in FE analysis using shell/membrane elements in
ABAQUS. [DOI: 10.1115/1.4036829]

1 Introduction

With an ever increasing use of finite element (FE) analysis to
study biomechanics involved in biomedical applications, many
constitutive models have been developed to simulate a variety of
biomaterial behaviors. These models not only have nonlinear,
hyperelastic properties, undergoing finite deformation, such as the
Holzapfel–Gasser–Ogden (HGO) model [1], but can also incorpo-
rate microstructural [2], viscoelastic [3], growth and remodeling
[4,5], active contraction [6], or fatigue damage characteristics [7].
Consequently, these models vary in functional forms and some-
times involve time series and complex integrations. The imple-
mentation of such experimentally derived, user-defined material
models in commercial FE packages such as ABAQUS (Simulia,
Providence, RI) can be challenging, which may pose a barrier for
the widespread use of these material models.

To implement a user-defined material model, the user must
explicitly specify, in the user-defined material subroutine
(UMAT), the Cauchy stress and the tangent modulus tensor (also
known as elasticity tensor or material Jacobian) associated with
the material model. Correct derivation and coding of these two
quantities in the user material subroutine are important to obtain
converged simulation results. While the Cauchy stress derived
from a constitutive model is relatively easy to obtain, the tangent
modulus tensor is often problematic especially when multidecom-
position of the constitutive model into volumetric and distortional
parts is required. Tangent modulus tensor is the power-conjugate
between a specific form of the objective stress rate and the defor-
mation rate tensor. Objective stress rates, referring to the intrinsic
requirement for the constitutive law to be frame-independent, can
be expressed in different forms, including the Jaumann rate and
Green-Naghdi rate of Kirchhoff or Cauchy stresses in commercial
FE packages, such as ABAQUS.

Shell/membrane elements are often preferred in finite element
analyses of thin membrane structures such as heart valves [7–12].
Shell and membrane elements possess significant advantages
over 3D solid elements in simulating thin structures due to the
simplification in topology and reduced demand for computational
resources. Unfortunately, the tangent modulus tensor based on the
Green-Naghdi rate of Kirchhoff stress, which is used for ABAQUS

shell/membrane elements [13], is rather complex to evaluate
analytically. Details on the analytical calculation of the elasticity
tensor associated with Green-Naghdi rate of Kirchhoff stress
can be found in Simo and Hughes [14], Prot et al. [15], and also
Sec. 2.4 of this paper.

Since the tangent moduli serve as an iterative operator in
solving boundary value problems using Newton’s method, the
exact analytical solution is preferred to provide quadratic rate of
convergence [16], but not mandatory. This critical property of the
tangent moduli in computational mechanics gives rise to an alter-
native method—approximation approaches of the tangent modu-
lus tensor, which can be easy to implement without substantially
compromising the convergence rate. Miehe [17] reported an
approximation to the elasticity tensor which was based on the con-
vective rate of Kirchhoff stress. Sun et al. [18] presented a method
that approximated the elasticity tensor associated with the Jau-
mann rate of Kirchhoff stress tensor, which is used in 3D solid
elements in ABAQUS. Liu and Sun [19] conducted an accuracy anal-
ysis and computational efficiency study of the method proposed in
Ref. [18] and confirmed that the approximation was able to
achieve reasonably good accuracy and comparable computational
efficiency to the closed-form solution. Recently, Tanaka and Fuji-
kawa [20] suggested an approximation method for tangent moduli
based on Green-Naghdi rate of Kirchhoff stress and implemented
the method using hyperelastic material models. However, to rigor-
ously evaluate the accuracy and efficiency of the approximation
method, a side-by-side comparison of the approximation and the
closed-form solution is needed. In this paper, we present a
detailed description of both methods for the evaluation of elastic-
ity tensor associated with the Green-Naghdi rate of Kirchhoff
stress. By comparing the approximation results with the closed-
form solution using a popular hyperelastic material model in the
biomechanics community, the accuracy and computational effi-
ciency of the approximation method are evaluated. Finally, a
more complex material model, involving the integration of a fiber
distribution function, is incorporated to demonstrate the effective-
ness of the method.

2 Continuum Mechanics Framework

2.1 Kinematics. Deformation of a body is described by map-
ping v from a material point X at its undeformed (referential) con-
figuration X0 to its position x ¼ vðX; tÞ at deformed (current)
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configuration X at time t. The deformation can be described by
the deformation gradient F, defined as F ¼ ð@x=@XÞ, with Jaco-
bian J ¼ detðFÞ. C ¼ FTF and B ¼ FFT are the right and left
Cauchy–Green tensors, respectively. The Green–Lagrange strain
tensor in material description is expressed as E ¼ ð1=2ÞðC� IÞ.

The deformation gradient can also be expressed as F ¼ RU ¼
VR via Polar decomposition, where R is the rotation tensor, repre-
senting local rotation of a referential orientation. U and V denote
the right and left stretch tensors, respectively. Due to the require-
ment of objectivity (i.e., frame indifference), the mechanical
responses of materials are frequently addressed in corotational
systems. A corotational system is defined so that the coordinate
system is embedded in the material and rotates with it. Hence, the
deformation gradient tensor in the corotational system can be

expressed as: F̂ ¼ RTF, where the hats “ ^ ” are used to denote
parameters in the corotational frame throughout the paper. It
should be noted that the deformation gradient tensor F is a two-
point tensor; therefore, only the first part of it describing the spa-
tial coordinates is rotated back to counter the local rotation.

The rate of deformation can be defined as velocity (v) gradient:
L ¼ gradðvÞ ¼ _FF�1. It can be further decomposed into a sym-
metric and asymmetric part

L ¼ DþW; D ¼ sym Lð Þ ¼ 1

2
Lþ LTð Þ;

W ¼ skew Lð Þ ¼ 1

2
L� LTð Þ

(1)

where D and W are known as the rate of deformation tensor and
the rate of rotation tensor, respectively. A spin tensor X :¼ _RRT

stands for the spin of the current orientation.

2.2 Hyperelastic Stress Response. Among various measures
of stress, three of them are employed in this paper. They are (1)
the second Piola-Kirchhoff stress, S, defined in the reference con-
figuration, (2) the Kirchhoff stress, s, which is a push-forward of
the second Piola-Kirchhoff stress, and (3) the Cauchy stress r.
These three measures of stress are expressed as [21]

S ¼ 2
@W Cð Þ
@C

; s ¼ FSFT; r ¼ J�1s (2)

where W denotes a scalar valued strain-energy function postulated
to exist for hyperelastic materials.

2.3 Tangent Modulus Tensor. Implementation of a user-
defined material model in ABAQUS/UMAT usually involves the eval-
uation of (a) Cauchy stress r and (b) the tangent modulus tensor
C that is derived from a rate-form constitutive equation. There are
various forms of elasticity tensors with respect to different forms
of objective rate of stress. The following objective rates, namely,
the Jaumann rate of the Kirchhoff stress srJ , the convective rate
of the Kirchhoff stress src, and the Green-Naghdi rate of the
Kirchhoff stress srG are frequently used in the literature and
adopted in ABAQUS

srJ ¼ _s �Ws� sWT ¼ csJ : D (3)

LvðsÞ ¼ src ¼ _s � Ls� sLT ¼ csc : D (4)

srG ¼ _s �Xs� sXT ¼ csG : D (5)

where the notation r in the superscript denotes objective deriva-
tive, while the notation “�” stands for material time derivative, csJ

(or csc, csG) denotes the fourth-order elasticity tensor, with the
superscripts representing the form of stress and stress rate utilized
in the equation, i.e., sJ indicates the Jaumann rate of the Kirchhoff
stress, sc is the convective rate of the Kirchhoff stress, sG is the

Green-Naghdi rate of the Kirchhoff stress, and Lvð�Þ is the Lie
time derivative of *. For 3D continuum elements, ABAQUS uses the
elasticity tensor associated with the Jaumann rate of the Kirchhoff
stress. For structural elements, ABAQUS uses the one associated
with the Green-Naghdi rate of the Kirchhoff stress csG. It is also
worth noting that we represent the elasticity tensors in the current
configuration with the lowercase c, whereas the elasticity tensor
in the referential configuration is denoted using the uppercase C.

In Secs. 2.4 and 2.5, the elasticity tensor csG is calculated with
both analytical and approximation approaches.

2.4 Analytical Method. The elasticity tensor in the referen-
tial configuration is expressed as [14]

C ¼ @S Cð Þ
@C

¼ 4
@2W Cð Þ
@C@C

(6)

The elasticity tensor csc defined in the current configuration is
then obtainable after a push-forward operation [15,21]

csc ¼ v�ðCÞ; ðcscÞabcd ¼ FaAFbBFcCFdDðCÞABCD (7)

By comparing Eq. (3) with Eq. (4) and using the split
L ¼ DþW in Eq. (1), the tangent moduli for the Jaumann rate of
the Kirchhoff stress can be shown as

csJ : D ¼ csc : Dþ Dsþ sDT

csJð Þabcd ¼ cscð Þabcd þ
1

2
dacsbd þ dbdsac þ dadsbc þ dbcsadð Þ

(8)

Finally, the elasticity tensor for the Green-Naghdi rate of the
Kirchhoff stress CsG is expressible as

csG ¼ csJ þ cspin (9)

where Cspin is obtained by

cspin : D ¼ ðW�XÞs� sðW�XÞ (10)

Upon adopting the definition and notation in Simo and Hughes
[14], we have

W�X ¼ K : D (11)

where

Kabcd ¼ c1ðVacdbd þ Vaddbc � Vbddac � VbcdadÞ
� c2ðBacdbd þ Baddbc � Bbddac � BbcdadÞ
þ c3ðBacVbd þ BadVbc � VacBbd � VadBbcÞ (12)

with

c1 ¼
IV

2

2 IVIIV � IIIVð Þ ; c2 ¼
IV

2 IVIIV � IIIVð Þ ; c3 ¼
1

2 IVIIV � IIIVð Þ
(13)

and IV :¼ trðVÞ, IIV :¼ ð1=2ÞðtrðVÞ2 � trðV � VÞÞ, and IIIV :¼
detðVÞ are the invariants of the left stretch tensor V, respectively.

csG can thus be represented in its index form as

ðcsGÞabcd ¼ ðcsJÞabcd þ Kakcdskb � sakKkbcd (14)

It is noted from Eqs. (6)–(8), (12), and (14) that while csJ pos-
sesses full symmetry (not only major symmetry but also minor
symmetries), csG, on the other hand, loses its major symmetry
while retaining minor symmetries. It is also noted that the UMAT
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implementation of the Green-Naghdi rate of the Kirchhoff stress
srG in ABAQUS requires all the equations from Eqs. (6)–(14). The
implementation procedure is thus complex, lengthy, and prone to
coding errors, especially when the constitutive equations have
complex functional forms.

2.5 Approximation Method. Alternatively, Sun et al. [18]
and Tanaka and Fujikawa [20] showed that numerical approxima-
tion of a rate form of elasticity tensors can make such evaluation
much simpler to implement and the approach is independent of
material models.

It is known that rotations taking place in the deformation are
compensated in the corotational configuration, and the material
stress rate in the configuration is objective. Therefore, the Green-
Naghdi rate of the Kirchhoff stress, in the corotational configura-
tion, is defined as

ŝrG ¼ _̂s � X̂ŝ � ŝX̂
T ¼ ĉ

sG : D̂ (15)

where ŝ ¼ RTsR.
Due to the fact that the rotation R goes to identity in the corota-

tional configuration, the spin tensor X ¼ _RRT goes to zero, thus,
Eq. (15) reduces to

ŝrG ¼ _̂s ¼ ĉ
sG : D̂ (16)

Equation (16) can then be linearized as

Dŝ ¼ ĉ
sG : DD̂ (17)

Following Miehe [17], Sun et al. [18], Liu and Sun [19], the
perturbation to the rate of deformation can be further written as

DD̂
î ĵð Þ ¼ 1

2
DL̂ þ DL̂

T
� �

¼ 1

2
DF̂

î ĵð Þ
F̂
�1 þ DF̂

î ĵð Þ
F̂
�1

� �T
� �

(18)

with the perturbation to the deformation gradient DF̂ defined in
the following form:

DF̂
î ĵð Þ ¼ e

2
ê î � ê ĵ

� �
F̂ þ ê ĵ � ê î

� �
F̂

h i
(19)

where e is the perturbation parameter, and fê îgî¼1;2;3 represents
the basis vectors in the corotational frame.

Therefore,

DD̂
î ĵð Þ ¼ e

2
ê î � ê ĵ þ ê ĵ � ê î

� �
(20)

The increment of the Kirchhoff stress ŝ is taken as

Dŝ ffi ŝðF̂ þ DF̂
ðijÞÞ � ŝðF̂Þ (21)

Combining Eqs. (17), (20), and (21) and utilizing the (minor)
symmetric feature of csG, the forward Euler approximation of csG

in the corotational frame has its index form

ĉ
sGð Þ

â b̂ î ĵ ffi
1

e
ŝ F̂ þ DF̂

î ĵð Þ
� �

â b̂ � ŝ F̂ð Þâ b̂

� 	
(22)

The tangent moduli for the Green-Naghdi rate of the Kirchhoff
stress in the current configuration can be recovered via

ðĉsGÞabcd ¼ Raâ Rbb̂ Rcĉ Rdd̂ ðĉ
sGÞâ b̂ ĉ d̂ (23)

By converting the Green-Naghdi rates (obtained from either ana-
lytical or approximate evaluation) to the form that is accepted by
ABAQUS, we get the material Jacobian

cMJ ¼ 1

J
csG (24)

3 Numerical Examples

In this section, we demonstrate the implementation of the
approximation method with two constitutive models: (1) a modi-
fied version of the Holzapfel–Gasser–Ogden (HGO) model [1].
The HGO model (and its derivatives) is a fiber structural-based
hyperelastic model that is commonly used to describe soft tissue
material properties in biomedical applications [22–24]. (2) A fiber
structural-based model that employs a continuous fiber distribu-
tion function [25]. This model [25] has an integral function for
which the analytical form of the tangent moduli is difficult to
obtain. We use these two examples to demonstrate the effective-
ness of the approximation method in ABAQUS.

3.1 Numeric Example 1—Modified HGO Model. The
HGO model [1] is modified as

W C;M;N; Jð Þ ¼ c10 exp c01 I1 � 3ð Þ½ � � 1ð Þ þ k1

2k2

exp k2e
2
1

� �
� 1


 �

þ k1

2k2

exp k2e
2
2

� �
� 1


 �
� p J � 1ð Þ (25)

where

e1 ¼ jðI1 � 3Þ þ ð1� 3jÞðI4 � 1Þ and

e2 ¼ jðI1 � 3Þ þ ð1� 3jÞðI6 � 1Þ
(26)

c01 and c10 are the material parameters characterizing extracellular
matrix and k1 and k2 are the material parameters for embedded
collagen fibers. j, ranging from 0 to 1/3, determines the dispersion
of fibers; the invariants I1 :¼ trðCÞ, I4 :¼ C : ðM�MÞ,

and I6 :¼ C : ðN�NÞ, where M M ¼
cos a
sin a

0

2
4

3
5

0
@

1
A and N

N ¼
cos b
sin b

0

2
4

3
5

0
@

1
A represent the referential fiber orientations,

with a and b representing the angles between the orientations of
the fibers in the undeformed state and the material axis; J ¼ 1 for
incompressible material; and p is an indeterminate Lagrangian
multiplier. The analytical calculations of stress tensor S, elasticity
tensor C, and the determination of p for the modified HGO model
are shown in the Appendix.

3.1.1 Finite Element Model Using the Modified HGO Model.
In this study, material parameters of the modified HGO model
were obtained by means of data fitting to match the previously
published planar biaxial mechanical testing [26] (resultant param-
eters: c01¼ 14.87, c10¼ 1.16 kPa, k1¼ 4.48 kPa, k2¼ 62.20,
j¼ 0, a¼ 32.64 deg, and b¼ 56.02 deg). The modified HGO
model was implemented for ABAQUS membrane elements via
UMAT. The effectiveness of the implementation was examined
by simulating the biaxial experiment under experimental loading
condition. Detailed descriptions of the biaxial testing on soft tis-
sue can be found in Sacks [27] and Sacks et al. [28].

Journal of Biomechanical Engineering AUGUST 2017, Vol. 139 / 081007-3



The FE model was then set up in accordance with the specimen
(glutaraldehyde-treated bovine pericardium (GLBP)) with the
dimension of 25 mm� 25 mm� 0.4 mm. Four evenly spaced
nodal forces, with 5 mm apart from each other and 2.5 mm inside
the specimen edge (Fig. 1(a)), were imposed on each side. Each
nodal force was 2.5 N, which produced 1 MPa Lagrangian stress
on each edge. The geometry domain (Fig. 1(a)) was discretized
with 20� 20 eight-node membrane elements (M3D8). Especially,
the 4� 4 elements (5 mm� 5 mm) in the central region (enclosed
by the frame in Fig. 1(a)) were selected to represent the square
region enclosed by the markers in the biaxial testing. Within this
region, the averaged strain and stress from the numerical simula-
tion were compared with those taken from the biaxial test. In the
material model implementation, elasticity tensors were calculated
with both approximate and analytical methods described in Secs.
2.4 and 2.5. The simulations were performed on a Windows 64-bit
desktop computer equipped with Intel Core i7-3770 processor
(3.40 GHz) and 16 GB RAM. The predicted stress contour at end
loading is shown in Fig. 1(b).

Figure 1(c) shows that the stress–strain relations obtained from
experiment and numerical simulation are in good agreement,
highlighting the effectiveness of the material model in capturing
the key features of the soft tissue property.

3.1.2 Accuracy Analysis of Approximation. The accuracy of
the approximation can be quantified using the relative error of the
approximated tangent. The relative error Er was defined as fol-
lows [29]:

Er ¼
X

a;b;c;d

ðcMJ
abcd � cMJ;apm

abcd Þ2
� �1=2

� X
a;b;c;d

ðcMJ
abcdÞ

2
� �1=2

(27)

where the superscript “apm” represents the approximated values.
The relative error obtained using the approximation method

was plotted against a range of perturbation parameter values of e
in Fig. 2(a). As shown in Tanaka and Fujikawa [20], the

Fig. 1 FE meshes used in the biaxial test simulation: the arrows denote the loading directions with their round
roots showing the sites of loading, the box enclosed region in the center represents the area delineated by the
four markers in the biaxial test (a), Von Mises stress contour in the deformed configuration (b), and curves of
Cauchy stress versus Green strain resulted from experiment (dashed line) and numerical simulation (solid line) (c)
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approximation errors are of the same order as e, which suggests a
preference for a small value of e. However, when e becomes too
small, the evaluation is prone to numerical truncation errors.
There exists an optimal value for e. It is shown in Fig. 2(a) that
the approximation achieved its optimal accuracy when e was
selected to be eo ¼ 1.0� 10�8.

3.1.3 Computational Efficiency Analysis. The total iteration
number and the CPU time used to achieve convergence were plot-
ted against varying values of perturbation parameter, as shown in
Figs. 2(b) and 2(c). For comparison purposes, UHYPER, the
ABAQUS subroutine officially recommended for user-defined
hyperelastic material, is utilized as a benchmark for performance.
In general, the computational efficiency follows the approxima-
tion accuracy of the tangent, that is, the more accurate the approx-
imation is, the less iteration number (the shorter CPU time) is
taken to converge the simulation. To take a closer look at the com-
putational efficiency, the residual norms of the largest force at
each iteration are listed in Table 1 for all the tested schemes. A
typical load step was selected to do the comparison. It is shown
that the approximation achieves quadratic rate of convergence
when eo is selected for perturbation. It is observed that the per-
formance of approximation is similar to that of UHYPER in terms
of CPU time and convergence rate when optimal value is chosen
for perturbation.

It is worth noting that the CPU time per iteration of an implicit
FE simulation would be dominated by the factoring time of stiff-
ness matrix when the simulation scale becomes sufficiently large
[29]. Therefore, the closed-form solution should in general have
better computational efficiency for large-scale simulation, due to
the intrinsic slower convergence of the approximation method.
However, given the severe stress concentration taking place in
this simulation and that the approximation takes almost the same
number of iterations as the UHYPER, the overall performance of
the approximation is similar to that of the closed-form solution.
Combining its feature of simple to use and material model inde-
pendency, the approximation method remains attractive.

3.2 Numeric Example 2—The Material Model With
Continuous Fiber Distribution Function. Sun et al. [25] pro-
posed a structural model for arterial tissue. It takes the form as

W C;M;N; Jð Þ ¼ 1� dfð Þd0 I1 � 3ð Þ þ
ðp

2

�p
2

df R1 hð ÞWf 1 I4ð Þ
�

þR2 hð ÞWf 2 I6ð Þ
�
dh� p J � 1ð Þ (28)

where

Wf 1ðI4Þ ¼ d1ðed2ð
ffiffiffi
I4

p
�1Þ2 � 1Þ; I4 > 1

Wf 2ðI6Þ ¼ d1ðed2ð
ffiffiffi
I6

p
�1Þ2 � 1Þ; I6 > 1

(29)

df is the fiber volume fraction; d0, d1, and d2 are the material con-
stants; and R1ðhÞ and R2ðhÞ are the fiber distribution functions
which are normal distributions with standard deviation (SD) and
mean angle between fiber and circumferential direction, �H. Since
this model has an integral function, it is relatively complicated to

Fig. 2 Relative error of the Jacobian approximation at different
logarithmic perturbations (a), the CPU time (b), and the iteration
number (c) at different logarithmic perturbations using
the modified HGO model in the biaxial testing simulation.
Dashed lines (—) represent the level achieved using UHYPER
subroutine.

Table 1 Norm of the largest force residual at each iteration (taken at the load step #32 of the simulation)

e

Iteration # UHYPER 10�13 10�12 10�10 10�8 10�6 10�3

1 1.54� 101 1.54� 101 1.54� 101 1.54� 101 1.54� 101 1.54� 101 1.42� 101

2 3.98� 10� 1 4.17� 10�1 3.99� 10�1 3.98� 10�1 3.98� 10�1 3.98� 10�1 4.16� 10�1

3 2.91� 10�4 1.38� 10�3 3.66� 10�4 2.91� 10�4 2.91� 10�4 2.95� 10�4 2.53� 10�2

4 3.89� 10�10 6.97� 10�6 2.38� 10�7 9.41� 10�10 4.85� 10�10 8.48� 10�9 2.10� 10�3

5 2.14� 10�8 3.09� 10�10 1.69� 10�4

6 3.21� 10�10 1.37� 10�5

7 1.09� 10�6

8 8.72� 10�8

9 6.86� 10�9

Journal of Biomechanical Engineering AUGUST 2017, Vol. 139 / 081007-5



Fig. 3 FE meshes used in the vessel inflation simulation, before (a) and after (b) deformation; loading pressure versus the
outermost radius of the deformed vessel, observed in experiment (dotted line) and numerical simulations. Material models
with various mean fiber directions while the other parameters are kept the same as baseline values (c); material models with
various standard deviations while the other parameters are kept the same as baseline values (d); and the iteration number at
different logarithmic perturbations using the distributed fiber model in the rat carotid artery simulation (e).

081007-6 / Vol. 139, AUGUST 2017 Transactions of the ASME



obtain the analytical form of the tangent moduli. Thus, the
approximation method is used.

3.2.1 Finite Element Model Using the Distributed Fiber
Model. Following Sun et al. [25], we construct an FE model of
rat carotid artery segment based on the geometry described by Zul-
liger et al. [30]. The vessel is fixed at both ends in the axial direc-
tion and is inflated up to 25 kPa with pressure acting on the inner
surface. The computational model is comprised of 1056 M3D4 ele-
ments. The material parameters are determined so as to match the
experimental data (Figs. 3(c) and 3(d)). The baseline group of
parameters are df ¼ 0:5; d0 ¼ 35:24 kPa; d1 ¼ 0:2 kPa; d2 ¼
11:35; �H ¼ 39:76 deg; and SD ¼ 1 deg: Figures 3(a) and 3(b),
show the initial meshes and deformed meshes after inflation.

Figures 3(c) and 3(d) show the change of the outermost radius
as the vessel is pressurized in experiment [30] and numerical sim-
ulations, with varying �H and SD. It demonstrates that when fibers
were oriented more in the circumferential direction, with �H from
45 deg to 15 deg, the artery is less compliant, whereas as the fiber
dispersion increases, SD from 1 to 45, the vessel becomes stiffer,
which are in agreement with Sun et al. [25].

3.2.2 Computational Efficiency Analysis. Figure 3(e) shows
the iteration number taken by the simulations for different pertur-
bation parameters. When the perturbation parameter is in the
range of 10�12 and 10�4, the iteration number required is
unchanged. The effect of perturbation parameter becomes obvious
only when the perturbation is chosen outside this range, and the
iteration number increases substantially until no convergence is
obtained. CPU time follows the same trend.

From these two numerical examples, we have demonstrated
that the approximation method simplifies the evaluation of csG.
One only needs to calculate the stresses and their transformation
between frames. In addition, a major advantage of the approxima-
tion method lies in its feature of material model independence,
i.e., a UMAT code written for a particular material model can be
easily adapted for another material model with minimum effort on
coding—by simply updating the stress calculations of the new
model. It enables the implementation of complex constitutive
models in ABAQUS.

4 Conclusion

This paper presents a detailed description of an approximation
method to evaluate the tangent moduli associated with the Green-
Naghdi rate of the Kirchhoff stress. By means of implementing a
user-defined fiber-reinforced hyperelastic material model in
ABAQUS/Standard via user-defined subroutine UMAT, the afore-
mentioned method was successfully applied and its performance
was examined. Upon a proper selection of the perturbation param-
eter, the approximation method achieved good accuracy and its
computational efficiency was similar to UHYPER in terms of the
total number of iterations. We believe the method presented here
will facilitate the implementation of user-defined material models
due to the fact that calculating and coding stress and rotation of
frame are much easier than directly evaluating the tangent moduli
based on Green-Naghdi rate of Kirchhoff stress itself, especially
as material models are becoming more complicated in biomedical
engineering applications.
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Appendix

The analytical derivation of the second P-K stress along with
that of the Lagrangian multiplier p and the elasticity tensor can be
presented as below:

The second Piola-Kirchhoff stress can be expressed as

S ¼ 2
@W I1; I4; I6; Jð Þ

@C
¼ 2 W1IþW4M�MþW6N�Nð Þ � pC�1

(A1)

where

W1 ¼
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(A2)

According to the plane stress condition, the out of plane stress S33

is zero, so that we get p ¼ 2W1C33 and

S ¼ 2ðW1IþW4M�MþW6N�NÞ � 2W1C33C�1 (A3)

To calculate the elasticity tensor associated with Green-Naghdi
rate, we start with the calculation of the referential elasticity
tensor C
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where
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It should be noted that the incompressibility condition in planar
biaxial experiment implies C33 ¼ 1=ðC11C22 � C2

12Þ. This condi-
tion should apply in all the evaluations involved in Eq. (A4). It
follows:
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