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Abstract

We describe a project intended to improve the use of Electronic Medical Record (EMR) patient 

portal information by older adults with diverse numeracy and literacy abilities, so that portals can 

better support patient-centered care. Patient portals are intended to bridge patients and providers 

by ensuring patients have continuous access to their health information and services. However, 

they are underutilized, especially by older adults with low health literacy, because they often 

function more as information repositories than as tools to engage patients. We outline an 

interdisciplinary approach to designing and evaluating portal-based messages that convey clinical 

test results so as to support patient-centered care. We first describe a theory-based framework for 

designing effective messages for patients. This involves analyzing shortcomings of the standard 

portal message format (presenting numerical test results with little context to guide 

comprehension) and developing verbally, graphically, video- and computer agent-based formats 

that enhance context. The framework encompasses theories from cognitive and behavioral science 

(health literacy, fuzzy trace memory, behavior change) as well as computational/engineering 

approaches (e.g., image and speech processing models). We then describe an approach to 

evaluating whether the formats improve comprehension of and responses to the messages about 

test results, focusing on our methods. The approach combines quantitative (e.g., response 

accuracy, Likert scale responses) and qualitative (interview) measures, as well as experimental and 

individual difference methods in order to investigate which formats are more effective, and 
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whether some formats benefit some types of patients more than others. We also report the results 

of two pilot studies conducted as part of developing the message formats.
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1. Introduction

Self-managing health often places heavy demands on patients, including understanding the 

risks and benefits of different treatments, test results, and lifestyle choices [1]. These tasks 

often require numeracy, or the ability to make sense of numbers [2], which is an important 

component of the health literacy needed to navigate health care systems [3]. Unfortunately, 

patients often struggle to grasp numerical concepts essential for understanding and 

communicating health-relevant information [2, 4, 1]. Patients with lower numeracy are more 

likely to misunderstand test results, undermining health decisions, behaviors, and outcomes 

[5]. Older adults, the most frequent consumers of health information because they often self-

manage chronic illness, tend to have lower numeracy and literacy skills [6, 7, 8].

Patients increasingly receive or find health information through health information 

technology (HIT). For example, patient portals to Electronic Medical Record (EMR) 

systems are intended to bridge patients and providers by ensuring that patients have 

continuous access to their health information and services. Portals have expanded the 

delivery of numeric information to patients because of federal requirements for ‘meaningful 

use’ of EMRs [9], and there is some evidence that they improve patient outcomes [10]. 

However, they are underutilized [11], especially by older adults with lower health literacy 

[12, 13]. Portal use among older adults is predicted by limited numeracy, even when 

controlling for cognitive ability [14, 15].

Portals are also underutilized because they function more as information repositories than as 

tools to engage patients in self-care. Patients may also misunderstand portal-based 

information [14, 15]. For example, clinicians at our partner health organization have 

expressed concern that their patients can become confused about test results delivered 

through their EMR portal without prior discussion with their provider, and need to call to get 

Morrow et al. Page 2

J Biomed Inform. Author manuscript; available in PMC 2018 May 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



help understanding the results. In their view, the portal may sometimes increase rather than 

reduce clinical workload and impact the quality of care delivered to their patients. This 

concern is echoed in the literature on patient/provider communication. While there is general 

agreement that face-to-face communication between providers and patients is a key to 

effective patient education, there is also recognition of diminishing time for this 

communication, so that critical information is less likely to be presented. In addition, 

information that is presented may be misunderstood by patients [16]. For this and other 

reasons, patients often forget important information presented by their provider [17]. In 

short, while HIT has the potential to support patient/provider collaboration despite 

diminished opportunity for face-to-face communication, this potential has yet to be realized 

[9, 18].

Our project is intended to improve use of portal information by older adults with diverse 

numeracy and literacy abilities, so that portals can better support patient-centered care. The 

project has three phases. 1) Develop portal message formats for clinical test results and 

evaluate them in a simulated patient portal environment. 2) Develop a tool for clinicians to 

annotate test results for their patients, facilitating collaborative use of portals by providers 

and patients. 3) Evaluate use of the tool and analyze patient responses to the clinician-

constructed messages in an actual portal system.

In this paper, we focus on Phase 1 goals and describe a multidisciplinary approach to 

designing and evaluating portal-based messages that convey clinical test results so as to 

support patient-centered care. We first outline a theory-based framework for designing 

effective message formats that convey numerical information to diverse patients through 

portals (Figure 1). The framework encompasses theories from cognitive and behavioral 

science as well as computational/engineering approaches. This cognitive informatics 

approach [19] helps explain why patient portals often fail to support patient/provider 

collaboration and guides our approach to designing and evaluating portal messages. We then 

describe how we evaluate whether the formats improve comprehension of messages about 

test results by older adults with diverse abilities. The approach combines quantitative (e.g., 

response accuracy, Likert scale responses) and qualitative (interview) measures, as well as 

experimental and individual difference methods in order to investigate not only which 

formats are more effective, but whether some formats benefit some types of patients more 

than others. In the present paper we describe the rationale for and methods involved in our 

approach, as well as results from two pilot studies that are part of developing the portal 

messages.

1.1 Designing Actionable Portal Messages

1.1.1 Theoretical framework—Numeric information such as test results is often 

presented in patient portals as a table of numbers with little context (e.g., information about 

the scale for the scores, or relation of the scores to risk for illness [15] (see Figure 2A). 

Therefore, patients, especially older adults with lower literacy and numeracy abilities, may 

struggle to make sense of their test results [21, 4]. Designing formats that help patients 

understand and use numeric information requires explaining how patients understand and 

respond to this kind of information [1]. The framework in Figure 1 integrates fuzzy trace 
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memory, health literacy, text processing, and behavior change theories in order to identify 

processes involved in understanding and responding to portal messages, as well as the 

patient abilities/resources that influence these processes.

According to fuzzy trace theory [4], people understand and remember information at 

multiple levels, as shown in the Comprehension box in Figure 1. In particular, this theory 

distinguishes detailed quantitative analysis using verbatim representations from intuitive 

reasoning based on simple gist representations of information, extending this distinction 

beyond linguistic information to numbers, pictures, graphs, events, and other forms of 

information [22].

The verbatim level captures the literal facts or “surface form” of information, preserving 

information about precise numeric values. However, making sense of numbers in order to act 

on them often requires interpreting the information in terms of goals and knowledge to also 

create a gist-based representation, which captures its meaning or interpretation (based on a 

person’s age, education, and illness experience, among other factors known to affect 

meaning see Figure 1; also [21]). In other words, gist representations capture the bottom-line 

implications of the numbers for health, and therefore are less precise than verbatim 

representations. They are organized around more qualitative dimensions such as categorical 

or ordinal relations that are often affective and evaluative (good/bad; higher/lower).

People encode verbatim representations as well as multiple gist representations of the same 

information. When presented with various numbers (e.g., test results), people encode 

verbatim representations of the numbers and gist representations that capture the order of 

magnitudes of the different scores (e.g., whether they are increasing or decreasing and which 

magnitudes seem large or small; [22]). Accurate gist understanding of test results includes 

implications of the results for risk of illness, and therefore can support decision making 

about self-care. For instance, gist representations of cholesterol test results may capture 

ordinal values of risk for heart disease, such as lower/borderline/higher.

People generally prefer to operate on the fuzziest or least precise representation that they can 

to accomplish a task, such as making a decision [21, 22]. They begin with the simplest 

distinctions (e.g., categorical) and then move to more precise representations (e.g., ordinal 

and interval) as needed. Therefore, categorical or ordinal gist, or gist combined with 

verbatim representations, may be most effective for understanding implications of test 

results for risk, depending on task requirements [23, 21].

Gist is similar to the concept of situation model in text comprehension theory. Situation 

models represent the situations described by the text and are created by integrating text 

information with knowledge [24]. Both gist and situation model concepts emphasize that 

comprehension depends on knowledge and help explain how comprehension supports 

decision making and action.

The process-knowledge model of health literacy [25, 20] draws on theories of text 

comprehension to identify processes involved in understanding health information at 

verbatim and gist levels. These include word recognition and integrating the concepts 

associated with words into propositions. Understanding numeric information requires 
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similar processes [2, 4]. For example, understanding cholesterol scores involves identifying 

numeric values (verbatim representation) and mapping the values to categorical or ordinal 

risk categories (gist representation). These gist representations for the component scores 

may be integrated into an overall or global gist representation of risk associated with the 

message. Integrating the scores can be challenging, in part because they have different 

scales. The high-density lipoprotein (HDL) scale may confuse patients because it has an 

opposite polarity from the other scales (higher values indicate lower rather than higher risk 

[26]). Because gist comprehension depends on patients’ goals and illness knowledge, 

information from the scores may be integrated with knowledge and plans, similar to the 

situation model constructed from text [20]. The challenge of understanding cholesterol 

scores is reflected in the finding that adults generally know little about their current or target 

cholesterol scores [27].

As seen in the left part of Figure 1, these processes in turn depend on several types of 

cognitive abilities or resources, as well as broader patient characteristics such as age and 

education. These general cognitive resources include processing capacity (e.g., working 

memory) and knowledge (of language and health-related concepts), as well as non-cognitive 

resources such as affect, which is especially likely to influence gist comprehension of risk 

for illness because gist is often organized in terms of threat and other evaluative dimensions 

[20, 28].

Aging influences risk comprehension processes because of age-related changes in the 

cognitive and affective resources needed for comprehension [6]. Processing capacity tends to 

decline with age, while general knowledge (e.g., about language) and domain-specific 

knowledge (e.g., about health) tend to grow with age-related increases in experience. These 

age-related resource limits and gains interact to influence health literacy [25] and 

comprehension of health information [29], such that high levels of knowledge can offset 

processing capacity limits on comprehension. Aging is also accompanied by increasing 

focus on affect and emotion, which influences understanding and decision making about 

health information [30, 20].

While the left side of the framework in Figure 1 identifies patient abilities that influence 

comprehension at verbatim and gist levels, the right side shows that perception of the risk 

associated with test results is influenced by comprehension, and therefore is likely to depend 

on the cognitive and affective resources that influence gist comprehension. Risk perception 

is also shaped by other factors such as beliefs about illness (e.g., How susceptible and 

vulnerable to the illness am I? [31, 32]).

According to theories of behavior change (e.g., the theory of reasoned action/planned 

behavior [33], the health-action process approach [34], common-sense model, [32]), risk 

perception in turn shapes attitudes toward actions that may mitigate perceived risk, such as 

taking medication or following exercise and diet recommendations. Behavioral attitudes are 

influenced by other factors as well, such as beliefs about whether the actions influence 

factors believed to be linked to the illness [31]. For example, patients may understand that 

their cholesterol scores indicate high risk for cardiovascular illness, but do not believe that 

exercise or diet reduce this risk. Finally, behavioral attitudes predict intention to perform the 
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behaviors, which predict performance of the behaviors (for review [35]). In short, the 

framework suggests comprehension of health information is an important influence on 

health-related decision making and behavior, so that it is critical to deliver health 

information in ways that support comprehension. This is especially crucial for patients with 

low health literacy and numeracy.

1.2 Improving comprehension and use of portal-based numeric information

The literature on risk perception suggests that people better extract gist that supports 

decision making and action if numbers are presented in a context that supports 

comprehension processes (e.g., mapping numbers to risk categories that guide appropriate 

affective/evaluative responses [23, 28]). Enriched contexts may also improve the ability to 

use verbatim numeric information when making decisions [23]. Our framework suggests 

that enriched context will especially benefit older adults with fewer cognitive resources by 

reducing comprehension demands on processing capacity and enabling use of prior 

knowledge. For example, research on age differences in memory for numeric information 

suggests that relying on gist may especially benefit older adults with lower health literacy 

because their verbatim memories are less robust [28, 36]. In addition, age differences in 

choice quality are reduced when decisions are based on affect or bottom-line valence [37]. 

However, we note that these claims have not been evaluated in the context of patient portals. 

Accurate gist understanding in turn may help calibrate older adults’ risk perception based on 

information such as clinical test results, and therefore support their attitudes toward and 

intention to perform behaviors that address this risk.

Traditionally, patients (especially with lower health literacy) rely on providers to help them 

understand information such as their clinical test results. In face-to-face communication, 

providers can use both verbal (e.g., words that emphasize key concepts) and nonverbal cues 

(tone of voice, facial expressions) to indicate (1) what information is most important, and (2) 

appropriate affective and evaluative reactions to this information, which help patients 

understand the gist of their test results [38, 4]. Providers’ nonverbal as well as verbal 

behaviors have been found to predict patient satisfaction and other outcomes [39, 40]. 

Unfortunately, providers do not consistently use these strategies because of limited 

communication time and inadequate training, so patients leave office visits without enough 

information or remembering little of what was presented [17]. Portals exacerbate this 

problem of limited provider support for patient comprehension because portal-based test 

results are usually delivered as a set of numbers with minimal context (e.g., about the scale 

of test score values), often in a table format (for example, see Figure 2A).

We are investigating whether formats designed to enhance the context of standard portal 

messages about cholesterol and diabetes screening test results improve gist comprehension 

and risk perception, and boost attitudes toward and intention to perform self-care behaviors. 

More specifically, we investigate verbally, graphically, and video-enhanced formats that 

provide increasing levels of support for gist-level understanding of the risk indicated by test 

results. They may also increase motivation to make decisions related to self-care behaviors 

that mitigate risk, although the display features that improve comprehension are not always 

the most effective for motivating actions [41].
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The verbally enhanced format provides verbal cues often used in face-to-face 

communication to help patients understand the risk associated with the test scores (see 

Figure 2B). For example, labels for evaluative categories (low, borderline, or high risk) are 

added to the message to provide context for interpreting the specific scores, which should 

facilitate the process of mapping the score to the appropriate region of risk. Such labels 

promote emotional processing of the quantitative information [23] and may especially help 

older adults, who tend to have high levels of verbal ability and focus on emotional meaning 

[30]. In addition, categorical information is often processed with little effort, which may 

benefit older adults who experience declines in processing capacity [23].

The graphically enhanced condition provides graphical as well as verbal context for gist 

comprehension (see Figure 2C). The test scores are embedded in graphic representations of 

the scale for each score, with color coding reinforcing the verbal labels of each region of 

risk. The format emphasizes the ordering of the regions from lower to higher risk (or higher 

to lower risk for HDL), which should support ordinal gist understanding [41, 23]. Such 

graphics support gist understanding of numbers that is organized around evaluative and 

affective dimensions [42, 43, 4], and have been found to improve patients’ understanding of 

their health parameters, including cholesterol and blood pressure [26].

In the most enhanced message condition, the same graphic display (with the labeled test 

scores) is accompanied by a video of a physician discussing the results and their 

implications for risk (Figure 2D). The physician provides high-level commentary about the 

results, using nonverbal cues (prosody, facial expressions) and verbal cues (the same risk 

category labels as in the other enhanced formats) to signal information relevance and guide 

affective interpretation, as in ideal face-to-face communication.

Based on our framework and the reviewed literature, we expect that the more enhanced 

messages will be better understood and more acceptable to patients (meeting their 

informational and affective needs) by providing context that helps guide understanding of 

specific test values, particularly at the gist level. Adding verbal labels for risk categories to 

the standard messages should help older adults integrate numeric information into a gist 

representation [8], and especially benefit those with lower health literacy by reducing the 

need for high levels of numeracy and processing capacity (e.g., working memory) to develop 

gist representations [23]. Evaluative labels also help older adults interpret and integrate 

numbers in terms of their affective significance, so that they can develop affectively as well 

as cognitively organize gist representations that support health decisions [23]. In the 

graphically enhanced condition, embedding the labeled scores in the graphic number lines 

for each scale helps convey quantitative information more efficiently than verbal and 

numeric formats do [44], so that patients better integrate risk information across test scores 

into a gist representation. These graphic formats may especially benefit older adults with 

lower health literacy by making key gist features more cognitively accessible [23, 4]. 

Finally, the multimedia video format may be most effective because the verbal and 

nonverbal cues reinforce each other [45, 46]. Differences in performance associated with 

numeracy and literacy skills may also be reduced, by decreasing the need for numeracy-

based skills and encouraging the use of affect to understand risk.
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With this study design, we can explore trade-offs between the extent of message 

enhancement and gains in patient response. This is clinically important because if minimal 

enhancement substantially boosts comprehension, these messages may be most cost-

effective for many patients and applications.

However, the video format would be difficult to implement in actual patient portals because 

different videos would be required for each patient and set of test results. Therefore, we are 

developing a computer-based agent (CA), or ‘virtual provider’ to deliver health information 

in portal environments. Ideally, the CA emulates best practices for face-to-face 

communication but is also generative, with capability of delivering a wide range of health 

information to diverse patients. In our portal format evaluation studies, this CA-enhanced 

format will be identical to the video condition, except the video is replaced by a CA being 

developed using the video as a template.

Our CA builds on progress in developing CAs for human-computer systems. CAs with 

realistic facial expressions, gestures, and other relational cues improve learning in tutoring 

systems compared to text-based systems [47, 48, 49], in part by engendering social 

responses. [8] While CAs are often used and evaluated in education settings, evaluation of 

applications in health care are less frequent, although Bickmore and colleagues have 

developed CAs that support a variety of patient goals and have helped diverse patients to 

follow self-care recommendations compared to text-based or lower fidelity interfaces ([50, 

51, 52], also see [53]). CAs in EMR portals may especially help patients with lower 

numeracy and literacy because, as in face-to-face communication, they can provide 

commentary with nonverbal cues (prosody, facial expressions) and verbal cues (risk category 

labels) to guide gist comprehension.

2. Methodology for Evaluating Enhanced EMR Portal Message Formats

We are using a multi-method approach to evaluate EMR patient portal message formats. 

This approach combines quantitative and qualitative measures, as well as experimental and 

individual difference methods in order to investigate not only which formats are more 

effective, but whether some formats benefit some patients more than others. As part of 

developing the portal messages, pilot studies are conducted to help finalize the design of the 

message formats, leading to more formal scenario-based experimental studies that evaluate 

whether enhanced formats improve patient memory for and use of self-care information 

compared to the standard format. The formal studies first focus on the impact of video-

enhanced format and then compare CA-enhanced to video-enhanced formats. In this section 

of the paper, we first describe the scenario-based method and measures that will be used in 

the formal experiments to evaluate the message formats, and then report results from two 

pilot studies. In later papers we will report results of the formal evaluation experiments.

2.1 Evaluation Study Scenarios

The study scenarios were developed in collaboration with two physicians from our partner 

health care organization. Each scenario contains a patient profile and a message describing 

cholesterol or HbA1c diabetes screening test results for that patient. Patient profiles are 

included because risk level depends on patient-specific risk factors (e.g., coronary artery 
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disease, hypertension, family history of heart disease) as well as the specific test results. 

Diabetes as well as cholesterol test results are evaluated because type 2 diabetes is a 

common age-related chronic illness that is often co-morbid with cholesterol-related illness. 

The diabetes messages describe a percent score on one test (plasma glucose concentration, 

A1C), while the cholesterol messages describe more complex patterns of scores on multiple 

tests (total cholesterol, triglycerides, high density lipoproteins (HDL), and low density 

lipoproteins (LDL)) that suggest lower, borderline, or higher risk for cardio-vascular illness. 

To help patients understand the overall risk associated with each message, the message ends 

with a summary of the overall risk for heart disease associated with the test scores. For the 

enhanced messages, the summary conveys the gist risk category.

2.2 Message Formats

The messages describing the test results in the scenarios were presented in one of the four 

formats.

2.2.1 Standard—Messages in the standard format condition are similar to the format used 

in our partner health organization’s EMR portal. Test results are presented as a table of 

numbers, with minimal information about the scale of each score (see Figure 2A for an 

example of cholesterol test results; a similar format was used for diabetes screening results). 

The table is followed by a summary statement about the overall level of risk associated with 

the test results, which is modeled after practices in our partner health organization.

2.2.2 Verbally enhanced—This format adds verbal support for comprehension. The 

standard format is enhanced with verbal cues related to the risk associated with the test 

scores (Figure 2B). In addition to more information about the regions of risk associated with 

the scale for each score, labels for evaluative categories (low, borderline, high risk levels) are 

added to provide context for interpreting the specific numbers in relation to the appropriate 

risk category. The verbally enhanced summary statement labels the overall level of risk 

associated with the results.

2.2.3 Graphically enhanced—This condition provides graphical as well as verbal 

context for categorical or ordinal gist comprehension. The test scores are embedded within 

graphic representations of the scale for each of the four component cholesterol scores, with 

color coding and facial expression icons reinforcing the verbal labels of risk regions, which 

are ordered into a scale (Figure 2C). The summary statement is also a graphic scale with 

color-coded lower, borderline and higher risk regions, with the appropriate region marked to 

indicate the overall risk level associated with the test results.

2.2.4 Video enhanced—In this condition, the same graphics (with verbal labels and the 

test scores) are accompanied by the video of the physician providing commentary about the 

test results using nonverbal cues (prosody, facial expressions) and verbal cues as in ideal 

face-to-face communication (Figure 2D). The videos were recorded by a retired physician 

who used a script that not only indicated what to say, but which information should be 

emphasized during the discussion. To help link this verbal commentary with the relevant 

information in the graphic display, the corresponding part of the graphic loomed as each test 
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score was discussed by the physician, providing a dynamic attentional cue to help 

participants integrate information from the video and the graphic display. Message 

presentation time was equated across format conditions for each scenario, and corresponded 

to the duration of the physician video for that scenario.

2.3 Measures for Scenario-based Evaluation Studies

Selection of measures is guided by our framework. Measures of participant responses to the 

portal messages are included to evaluate the impact of message formats, and measures of 

participant individual differences are included to explore whether the impact of formats 

depends on older adults’ abilities.

2.3.1 Responses to portal messages—We developed measures of verbatim and gist 

memory for the patient test results in the scenarios. Verbatim memory for the individual 

component scores in the message is probed by asking participants to recall the exact numeric 

value of the component scores from their cholesterol or diabetes screening test; for example, 

“Kathleen’s LDL score was = _____(numerical score)”.

Gist comprehension of risk associated with both the individual test scores (component-level 

gist) and with the overall message (global gist) are also probed. Component-level gist is 

measured by asking participants to remember the component scores at a gist level relevant to 

risk associated with the score. They are asked whether scores are “High/Good,” 

“Borderline,” or “Low/Bad” (ordinal risk [4]). Overall gist memory is measured by asking 

participants to consider all of the patient’s results and indicate the overall level of risk. For 

example, “Considering Jennifer’s cholesterol test results, her overall level of risk indicated 

by the set of results in the message was” (ordinal level gist: low/borderline/high [4]). Overall 

gist is measured both before and after the summary statement. For both verbatim and gist 

questions, participants are encouraged to answer as if they were the patient in each scenario.

We also measure participant responses to the risk associated with the described test results, 

which may reflect motivation to act so as to mitigate that risk. Perceived seriousness of the 

risk is measured by asking participants about the patient’s likelihood of developing heart 

disease if nothing is done to reduce his/her cholesterol levels (9-point scale, 1=very unlikely; 

9=very likely) [54]. Affective reactions are also measured by asking how participants feel 

when reading the test results. On 9-point scales, (1=not at all; 9 =very much), participants 

indicate to what extent they feel assured, calm, cheerful, happy, hopeful, relaxed, and 

relieved (positive adjectives). On 9-point scales (1=not at all, 9 =very much), they also 

indicate the extent to which they feel anxious, afraid, discouraged, disturbed, sad, troubled, 

and worried (negative adjectives) [54]. 3

Attitude towards taking medications is measured by asking participants to rate on a nine-

point scale (1=not at all; 9=very much) how favorable they would feel about taking 

medications for lowering cholesterol if prescribed by the doctor. In addition, intention to 

perform self-care activities related to reducing risk of cardio-vascular disease (e.g., making 

follow-up appointments, following diet, exercise, medication recommendations) is 

measured. Participants rate the following (1=I have no intention of doing this; 9=I am certain 

that I would do this): If they were the patient in the scenario, (1) how likely would they be to 
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take medication to reduce cholesterol if prescribed by the doctor; (2) how likely would they 

be to change their diet if prescribed; and (3) how likely would they be to increase their level 

of exercise if prescribed (adapted from [54]). Although actual behavior will not be measured 

in the studies, intention to perform health behaviors has been found to predict actual 

behavior [35].

We also examine trust in message information and source by measuring participants’ 

acceptance of and response to the risk associated with the message. Participants indicate the 

extent to which they consider the information conveyed in the message as useful, on a 9-

point scale ranging from 1 (not at all useful) to 9 (very useful; adapted from [54]). They also 

indicate whether they would want more information than provided in the message, and if 

yes, they identify the source (e.g., the provider of the message, other health care providers, 

internet), and the reason for wanting more information (to clarify the message, learn more 

about the topic, verify appropriateness of the reported test results, which possibly indicates 

lack of trust in the provider) [55].

2.3.2 Individual difference measures—Selection of individual difference measures is 

guided by the process-knowledge model of health literacy [25] (see Figure 1). Health 

literacy is measured by the Short Test Of Functional Health Literacy for Adults 

(STOFHLA), which requires reading brief health care documents such as a consent form and 

completing Cloze items in which a word is deleted from the text so that participants choose 

the best of 4 options to complete the sentence [56]. Performance on this test predicts recall 

of self-care information among older adults [29]. Numeracy is measured by the Berlin 

Numeracy Test, a brief, valid, measure of statistical numeracy and risk literacy [57] and by 

the Subjective Numeracy Scale [42] because older adults often overestimate their numeracy 

ability, influencing their risk assessment [15].

The broader cognitive abilities that influence health literacy are also measured. Processing 

capacity is measured by the Letter and Pattern Comparison tests [58]. Performance on these 

mental processing speed tests decline with age and predicts health literacy [59] and recall of 

health information [29]. General knowledge, or verbal ability, is measured by the ETS-KFT 

Advanced Vocabulary test [60] and the Author Recognition Test [61]. Performance on these 

measures predicts performance on health literacy measures [25] and recall of health 

information [29]. Finally, demographic variables (e.g., age, education) are also measured.

2.4 Scenario Study Procedure

Older adults with diverse abilities will view the scenarios (equal number for cholesterol and 

diabetes test results that indicate lower, borderline, and higher risk for illness for 

hypothetical patients). For each scenario, they first read the patient profile, followed by the 

test result message for that patient. All messages for a participant are presented in one of the 

four message formats, depending on the condition the participant is randomly assigned to. 

After each message, participants respond to questions as if they are the scenario patient. 

Message memory, risk perception, affective responses, behavioral attitudes, behavioral 

intentions, and message satisfaction are probed.
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2.5. Video Enhanced Message Pilot Study

To finalize development of the video-enhanced messages before conducting the formal 

evaluation studies, we conducted a pilot study to investigate whether the video messages 

themselves (i.e., presented without the graphic displays) were easy to understand and would 

prompt appropriate affective responses to the information [62]. It was important to validate 

the video messages because the physician serves as the template for developing the CA to be 

used in the CA-enhanced message format condition. We were most interested in whether 

older adults would be able to identify the level of risk associated with the test results, based 

solely on the physician’s verbal and nonverbal cues in the video messages.

Both quantitative measures (the gist memory, affective response, and message satisfaction 

measures to be used in the formal scenario-based evaluation studies) and qualitative 

measures (participant interviews about videos) were included in the pilot study. Twelve older 

adults (average age 77 years, range 65–89 years, 67% females) who were native English 

speakers viewed 24 video messages that conveyed cholesterol and diabetes clinical tests 

results (equal numbers of cholesterol and diabetes messages describing test results indicating 

lower, borderline, and higher risk). After each message, participants pretended to be the 

patient and responded to questions that probed gist memory, affective reaction to the test 

results, and satisfaction with the message. Thus, the study also piloted the procedure and 

some of the measures to be used in the formal experiments. In addition, we evaluated 

participants’ satisfaction with the messages by asking them whether the way the information 

was delivered matched the information provided (“I think the way the doctor conveyed the 
information matched what he said”, 9-point scale: strongly disagree to strongly agree).

Table 1 shows that participants considered both the cholesterol and the diabetes messages to 

be very appropriate. Participant responses were highly consistent across the messages (see 

Table 1). Participants also considered the information delivered in both the cholesterol and 

diabetes video messages as very useful, and again, responses were consistent across 

messages.

Finally, participants were generally able to understand the gist of the video messages 

describing the cholesterol and diabetes test results [62]. Their affective responses to the 

messages were also appropriate to the level of risk associated with the test scores: As the 

risk increased, positive affect decreased and negative affect increased, as shown in Figure 3. 

These results suggest that participants developed a gist representation organized in terms of 

affective as well as cognitive dimensions, which may be important for motivating healthy 

behavior.

The findings from the pilot study helped validate the scenario-based evaluation method for 

the formal studies. Moreover, because the study included more video messages at each level 

of risk (lower, borderline and higher) than needed for the formal studies, we were able to 

select those messages that were most accurately understood and identified as most effective 

for the formal studies. In addition, the pilot validated the videos as the template for the CA-

based format.
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2.6. Developing CA-Enhanced Portal Messages

The first message evaluation experiment should not only provide evidence that enhanced 

formats improve memory for and responses to portal messages, but identify which enhanced 

formats are most effective: The video-enhanced format should be most effective because it 

provides the most elaborate context for interpreting the numeric test results. We will follow-

up these results by comparing the CA-enhanced format to the video-enhanced format, using 

the same procedure and measures but replacing the video-recorded physician with the CA.

The CA is being developed from the video physician template. Our goal is a life-like CA 

that encourages patients to take a ‘social stance’ toward the agent, which should prime social 

and cognitive processes that support learning [48, 8]. Characteristics such as lip-synching 

with speech, realistic facial expressions, and appropriate eye gaze are important for giving 

CAs a lifelike appearance [63]. The CA is being developed in three phases (the first two 

concurrently): The CA’s visual appearance is generated from a frontal face image of the 

physician; the audio (synthesized voice) of the CA is generated using a speech synthesizer; 

and the visual and audio components are then synchronized.

2.6.1 Developing the CA visual appearance—A 2D frontal face image of the 

physician in neutral expression is used to generate the CA’s 3D appearance, using an 

algorithm that localize the feature points on the face and fit a 3D morphable generic model 

to the image (for details, [64]). This approach of reconstructing a 3D from a 2D facial image 

is very fast compared to creating a 3D scan and is highly versatile, making the algorithm 

suitable for large scale CA database generation and testing, and thus feasible for tailoring 

use of CAs for different goals, users and contexts.

Once generated, the 3D CA is animated to simulate a real person talking, so that the CA 

makes appropriate lip movements that match spoken phonemes, as well as facial expressions 

in order to match the input text with emotion markers. In our implementation, the CA is 

controlled by Facial Action Parameters (FAP). For example, the “stretch lip corner” FAP 

specifies how much the lip corner of the 3D CA is stretched to represent smiling or certain 

lip shapes during speech. Different FAPs are combined to control the whole face to match 

the CA appearance with the speech and emotion context.

The lip movements during speech are mainly affected by speech content and emotion. To 

integrate these two factors, we define a template for each lip movement under each 

expression separately. During the synthesis process, all lip movements are predefined and 

the best fit template selected. Finally, we construct a set of keyframes, where the CA has 

expressions and lip shapes matching the target viseme and emotion marker, by selecting the 

appropriate templates and interpolating between those keyframes to generate the talking 

head (see Figure 4).

2.6.2 Developing the CA synthetic voice—A physician from our partner health 

organization first recorded about eight hours of speech, including the scripts for the video 

messages for the message evaluation experiments as well as other text needed to develop the 

CA. The resulting audiovisual recordings of the physician’s face were segmented using two 

automatic speech recognition toolkits: HTK [65] and Kaldi [66]. Therefore, the baseline 
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audio speech synthesizers were developed using first a unit selection concatenation of 

audiovisual segments from this recorded corpus [67].

The speech in the corpus was segmented into phone units and a synthetic utterance produced 

by selecting and concatenating these units that constitute the target utterances, maximizing 

continuity and naturalness. To capture emotional nuance, each sentence was assigned 

positive, neutral and negative labels, based on the valence of the medical test results in that 

sentence. To synthesize an utterance with a specific emotional valence, the synthesizer 

placed a preference on the phone units with the matched valence label.

To informally test intelligibility of the emotional variation, the same utterance, announcing a 

borderline result, was synthesized with the three different valences. Six naïve participants 

matched the valence to the utterance. Their accuracy was worse than chance, indicating they 

could not determine the valence of the utterances signaled exclusively by the origin of the 

audio clips (in a concatenative synthesizer), without corresponding changes to the utterance 

content. It is possible that the emotional nuance was overwhelmed by degraded naturalness 

of the utterance, or unit-selection was unable to capture emotional nuances given the limited 

corpus.

We next focused on pinpoint modification of F0 contours correlated with specific syntactic 

and semantic information in the text. Differential linear regressions were used to learn the 

difference between F0 (pitch) of any given word with versus without pitch accent, and texts 

were synthesized with pitch accents added in appropriate positions [68]. Next, this approach 

was generalized to learn differences in pitch contour between the speech of two a monotone 

and a dynamic speaker. The hidden F0 targets underlying observed F0 measurements in each 

syllable were estimated and learned using Xu’s “Parallel Encoding of Target 

Approximation” (PENTA) model [69]. Mapping between PENTA targets of the monotone 

and dynamic speakers was learned and the speech of the monotone speaker was processed to 

have a pitch contour better matching that of the dynamic speaker. We are leveraging this 

approach to guide post-processing of utterances produced by the Vocalware speech 

synthesizer [70] for the CA to be used in the formal studies.

2.6.3 Synchronizing Video and Audio—Finally, the synthesized face animation and 

speech audio components are synchronized. The audio and video are aligned via keyframes, 

where each keyframe corresponds to one viseme. The input text (the CA messages) are first 

converted into visemes (phoneme for audio synthesis). For each viseme, a keyframe is 

generated with a visual template (defining the lip shape and expression) associated with it. 

For the video synthesis, the gaps between each keyframe are filled by interpolation to 

generate a smooth lip shape transition. For audio synthesis, the selected units are simply 

concatenated to generate the speech audio.

To summarize, the CA system takes a 2D picture and text script with emotion markers as 

input. The emotion markers indicate the desired emotion for each sentence. Finally, the CA 

system generates a 3D talking head as output, as shown in Figure 5.
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2.6.4 Audio Message Pilot Study—To help refine the CA, we conducted a second pilot 

to examine the impact of synthesized versus natural voice on older adults’ memory for 

clinical test results. The results of this pilot study also help to determine the voice to be used 

in the CA condition in the message evaluation studies. As in the video message pilot study, 

both quantitative and qualitative measures were used.

Twenty-four older adults (mean age=76; mean years of education=15) listened to a subset of 

the cholesterol messages that described results indicating lower, borderline, or higher risk. 

The messages were delivered either using the physician’s voice from the video-enhanced 

messages (natural voice condition) or a synthesized voice (using the Vocalware speech 

synthesizer [70]). In both the natural and synthesized voice conditions, participants viewed 

the test results presented in standard format as they listened to the message. After each 

message, gist memory, perceived risk, and message satisfaction were measured. The 

participants then listened to natural and synthetic voice versions of the same message and 

indicated which voice (natural or synthesized) they preferred and why. We expected minimal 

differences in gist memory for the two types of voice messages (although there is some 

evidence that older adults better remember natural versus synthesized voice messages 

compared to younger adults [12]), even if participants prefer the natural voice messages 

[47].

Gist memory was accurate for both conditions, with no difference between the two (Natural 

voice = 88%, Synthesized = 90% correct; t(23) < 1.0; Cohen d= .08; power=.05). Perceived 

risk (Natural voice = 6.6, Synthesized = 6.5; t(23) < 1.0; Cohen d= .05; power=.04) and 

message satisfaction (1= least satisfied; 9= most satisfied; Natural voice = 6.3, Synthesized 

= 6.3; t(23) < 1.0; Cohen d= .01; power=.03) were also similar for the two conditions. 

Moreover, when participants directly compared natural and synthetic versions of the same 

message, there was not a reliable difference in preference for the two voices (natural=58%; 

synthetic=42%, binomial p > .50). Participants who preferred the natural voice mentioned 

that this voice sounded more human, conversational, and empathetic compared to the 

synthetic voice. On the other hand, those preferring the synthetic voice mentioned that this 

voice was clearer and attracted attention. In addition, 25% of participants mentioned that 

they did not have a preference although required to choose an option.

Therefore, even though there was a numeric trend in favor of the natural voice in a direct 

comparison with the synthetic voice, participants were satisfied with and accurately 

remembered and responded to the risk information in both types of messages. Based on 

these findings, as well as the fact that synthesized voice would be more feasible than 

recorded speech for large-scale implementation in patient portals, we decided to use the 

synthesized voice in the message evaluation experiments.

3. Discussion

3.1 Conclusions

We described a multi-phase project intended to improve the use of patient portals to EMR 

systems by patients with diverse cognitive and literacy abilities. The project should help 

realize the potential of portals to support patient-centered care, especially patient/provider 
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collaboration [17]. In this paper we focused on our approach for accomplishing phase 1 

goals: Develop portal message formats for clinical test results and evaluate whether they 

improve the ability of patients to understand and use numeric information in a simulated 

patient portal environment. We described a multidisciplinary approach and methodology to 

design and evaluate portal-based messages guided by a framework that integrates cognitive 

and behavioral science theories (health literacy, text processing, fuzzy trace memory, 

behavior change) with computational and engineering approaches. The framework guides a 

multi-method approach to evaluating theory-based predictions about the impact of message 

formats on patient responses. These methods include experimental and individual difference 

techniques to evaluate messages and investigate whether some formats benefit some patients 

more than others (e.g., enhanced formats especially benefit adults with lower numeracy and 

literacy abilities), using both quantitative measures of message memory (based on fuzzy 

trace theory) and intention to perform behaviors in response to the messages (based on 

behavior change theories), and more qualitative measures.

More generally, the project demonstrates the value of ‘use-inspired theoretical research’ 

[71]: Theory-based approaches to address important practical problems such as supporting 

patients’ use of health information technology intended to improve the quality and safety of 

health care. Theory plays a vital role in guiding the development and evaluation of effective 

solutions. At the same time, putting theory to work in this way can advance theory. For 

example, the project has required integration of theories of comprehension and memory with 

behavioral change in order to adequately address issues related to improving patient use of 

numeric information (clinical test results), which will spur development of more 

comprehensive theories rooted in cognition, individual differences (e.g., health literacy), and 

behavior change. Similarly, while previous studies have demonstrated speech synthesis with 

modulated emotion and affect, almost all such studies have used extremely small test 

corpora. The present research reveals challenges to scaling up such results to robust use of 

synthesized voice as part of CA applications in health contexts, even as it suggests the value 

of doing so.

3.2. Future Directions

Our general approach of combining informal pilot studies using qualitative as well as 

quantitative measures that guide formal experimental evaluation allows systematic 

exploration of the most effective message formats before committing to larger-scale studies 

in actual portal systems. For example, it is possible that the video or CA messages will be 

less effective than other enhanced formats because the demands of integrating information 

from the video and the graphic display may overload older adults’ visual attention [72]. 

Similarly, in the pedagogical agent literature, there is some evidence that the visual presence 

of CAs distract attention from the primary learning tasks ([73], but for a different view see 

[48]). If this is the case, we will evaluate alternative formats, such as eliminating the visual 

component of the video and testing whether adding just the audio (physician’s spoken 

commentary) to the graphic display provides useful verbal context without the cognitive cost 

of integrating multiple visual sources of information. This finding would be consistent with 

evidence that voice-only CAs can be more effective than CAs with image as well as voice 

[72].
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We also plan to explore a range of CAs before advancing to later project phases. For 

example, providing the option of choosing from a set of CAs that vary in gender, age, and 

race may improve patients’ response to the CA. There is also debate about the appropriate 

level of realism for CAs. Adding a CA to a lesson generally improves learning [48], 

especially if the CA has a human appearance (animated vs static) that produces a ‘social 

stance’ to the CA that primes learning [74, 47, 8]). However, increasing CA realism may 

have drawbacks. For example, in the ‘uncanny valley’ effect, increasing realism until the CA 

appears almost, but not quite human, can produce negative responses [75]. The photo-

realistic CA in our project, may fall into the ‘uncanny valley’, such that less realistic 

versions of the CA will be more effective (although abstract agents that do not resemble 

people can reduce trust [55]). These small-scale controlled studies using simple task will set 

the stage to explore CA benefits for more complex patient self-care applications. These 

include helping patients understand the conditional probability of an illness given a positive 

test result and population base rates, or conveying the risks and benefits of taking medication 

in the context of a CA-based ‘medication adviser’ for older adults at home.

Systematically scaling up the complexity of patient-centered applications for CAs will help 

optimize CA design for actual patient portal systems. Implementing CA portal systems have 

been proposed (e.g. [76]) but pose many challenges, including easy to use interfaces for 

clinicians that fit their work flow and supporting the use of multiple CAs for a wide range of 

patient needs and goals. Meeting these challenges will require elaboration of how 

motivational and behavioral change theories interact with the cognitive components of our 

framework, as well as developing tighter links between the cognitive and computational/

engineering science components of the framework. To sum up, while the success of our 

specific project goal of improving patient portal messages awaits the results of the evaluation 

study, we believe that the general framework and approach described in this paper is 

important in itself. It can serve as a guide for researchers and practitioners from behavioral 

science, engineering, medicine, and other disciplines to integrate their different theoretical 

and methodological perspectives in order to meet the complex challenges involved in 

designing and implementing patient-centered systems.
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Highlights

1. Improve the use of Electronic Medical Record (EMR) portal information by 

older adults with diverse numeracy and literacy abilities (support patient-

centered care).

2. Describe a multi-disciplinary approach to designing and evaluating portal-

based messages.
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Figure 1. 
Framework guiding the design and evaluation of portal messages (adapted from [20])
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Figure 2. 
Figure 2A. Standard Message Format

Figure 2B. Verbally Enhanced Message Format

Figure 2C. Graphically Enhanced Message Format

Figure 2D. Video Enhanced Message Format 1

1Speech balloon is for illustration purposes only. Participants in the study hear the speech.
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Figure 3. 
Affective Responses to Low, Borderline, and High Risk Cholesterol and Diabetes Video 

Messages (Adapted from [62])
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Figure 4. 
Generating Expressive CA from visual and emotion information (adapted from [64]).
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Figure 5. 
Computer-based Agent (CA) Interface
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