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Formation and repair of UV-induced DNA damage in human cells
are affected by cellular context. To study factors influencing damage
formation and repair genome-wide, we developed a highly sensi-
tive single-nucleotide resolution damage mapping method [high-
sensitivity damage sequencing (HS–Damage-seq)]. Damage maps of
both cyclobutane pyrimidine dimers (CPDs) and pyrimidine-
pyrimidone (6-4) photoproducts [(6-4)PPs] from UV-irradiated
cellular and naked DNA revealed that the effect of transcription
factor binding on bulky adducts formation varies, depending on
the specific transcription factor, damage type, and strand. We
also generated time-resolved UV damage maps of both CPDs
and (6-4)PPs by HS–Damage-seq and compared them to the
complementary repair maps of the human genome obtained
by excision repair sequencing to gain insight into factors that
affect UV-induced DNA damage and repair and ultimately UV
carcinogenesis. The combination of the two methods revealed
that, whereas UV-induced damage is virtually uniform through-
out the genome, repair is affected by chromatin states, tran-
scription, and transcription factor binding, in a manner that
depends on the type of DNA damage.
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UV-induced DNA lesions, cyclobutane pyrimidine dimers
(CPDs) and pyrimidine-pyrimidone (6-4) photoproducts

[(6-4)PPs], are major causes of skin cancer. In humans, both
damage types are repaired exclusively by nucleotide excision
repair (excision repair), which removes DNA lesions by dual
incisions bracketing modified bases and fills and seals the
resulting gap by DNA synthesis and ligation to complete re-
pair (1–3). The biochemical mechanism of excision repair is
reasonably well understood. However, factors that affect UV
damage formation and its repair in cellular context remain to
be defined (4).
Recently, we developed a method, excision repair sequencing

(XR-seq) to isolate the oligonucleotides excised by nucleotide
excision repair (26-27-mer), subject them to next generation
sequencing, align them to the human genome, and thus generate
repair maps (5, 6). Whereas the repair maps have provided some
insights into the genome-wide DNA repair landscape, its utility is
somewhat limited in the absence of the corresponding damage
map. Although UV damage in human cells has been mapped at
nucleotide resolution at specific genomic loci (7, 8) or genome-
wide at low resolution (9, 10), a single-nucleotide resolution UV
damage map of the whole human genome is not available. Re-
cently, Excision-seq. (11) and CPD-seq. (12) methods were de-
veloped to map UV damage at single-nucleotide resolution in
the yeast genome; however, these methods have low sensitivity
and require high UV doses (10,000 J/m2 and 100 J/m2 of UVC,
respectively), and thus are not applicable to human cells exposed
to physiologically relevant UV doses. Previously, we described a
method for mapping damages (Damage-seq) that, combined
with XR-seq, provided a more informative view of repair of
cisplatin damage in human cells (13). However, the original
Damage-seq was not sensitive enough for monitoring the

disappearance of UV damage in human cells. Here, we report a
modified Damage-seq method with improved sensitivity (HS–
Damage-seq) to generate UV damage maps for both CPDs
and (6-4)PPs, conduct kinetic experiments measuring damage
disappearance from the genome, and compare with the kinetic
XR-seq data measuring the release of the excision product (26-27-
mer) from the genome (14) to assess the effects of various factors
that influence damage formation and repair within cellular context.
We find that both CPD and (6-4)PP formation are mainly de-
termined by the underlying sequence and are essentially uniform
throughout the genome with moderate modulating effects of some
transcription factors. In contrast, we find that repair rates for CPD
and (6-4)PPs are affected in significant and different ways by
chromatin states, transcription factor binding, and transcription.

Results
HS-Damage-Seq. The conventional Damage-seq we described in a
previous study detected the exact positions of damage by the
blocked high-fidelity DNA polymerase and was used to map
cisplatin-induced damage in human cells (13). However, this
method in its original form was not sensitive enough to detect
low levels of damage, such as damage induced by low dose of
damaging agents or damage remaining after long periods of re-
pair. To overcome this limitation, we modified Damage-seq to
improve its sensitivity and named the new method HS-damage-
seq (Fig. 1A and Fig. S1): First, we used NEBNext UltraII DNA
Library Prep kit for end repair and first ligation steps because it
gives higher yield than the NEBNext DNA Library Prep kit we
previously used in preparing DNA for Damage-seq. This modi-
fication enables us to start with less genomic DNA (1 μg for
HS–Damage-seq compared with 5 μg for the original Damage-seq).
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mation and repair of damage in the human genome at single-
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Moreover, in the original form of Damage-seq, undamaged strands
were also amplified and sequenced, then discarded during the
bioinformatic analysis based on the existence of 5′ sequence of the
first adaptor. These discarded reads constituted 10–50% of the total
for samples with relatively high damage level (13). The ratio in-
creases when damage level is low as when the UV dose is low and it
would also be substantially high at later time points after irradiation
even with higher dose UV when most of the damage is removed,
making the method of limited use for analysis of initial or early time
points after damaging with low dose and terminal time points when
most of the damage is removed. In HS–Damage-seq, we removed
undamaged strands before amplification by subtractive hybridiza-
tion with an oligomer identical to 5′ sequence of the first adaptor
(Fig. 1A and Fig. S1). With this modification, the average ratio of
discarded reads was 5% after the subtractive hybridization step,
enabling us to apply this method on samples with relatively low
damage levels.
HS–Damage-seq was used to monitor the distribution and

repair kinetics of CPDs and (6-4)PPs in NHF1 human skin fi-
broblast cells, which were also used in our previous kinetic XR-
seq experiment (14). As seen in Fig. 1 B and C, generally, with
UV-treated samples the amounts of PCR products decreased
with time as damage was being repaired, whereas PCR with
undamaged samples yielded negligible products (Fig. 1 B and C)
over the course of the experiment. The libraries were sequenced
and aligned to the human genome and the photoproducts were
taken to be the dinucleotides immediately 5′ upstream to the
aligned reads (Fig. S1). As expected, dipyrimidines [mainly T–T
for CPD, and T–T and T–C for (6-4)PP] were highly enriched at
damage sites for all UV-treated samples, even at the final time
points with very low damage level, whereas the undamaged
samples had similar dipyrimidine level with random distribu-
tion (Fig. 1D), indicating the high sensitivity and specificity of
HS–Damage-seq. Interestingly, the T–C to T–T ratio of (6-4)PPs
decreased over the entire the repair time course, whereas the
distribution of four dipyrimidines in CPDs did not change sig-
nificantly. In contrast, in the complementary (6-4)PP XR-seq
experiment, the T–C to T–T ratio in excised fragments
remained unchanged for the first 2 h after UV, then modestly
decreased at 4 h probably due to the change of this ratio at
damage sites in the genome (Table S1) (14). Notably, these
ratios in XR-seq, even at 4 h, were much higher than those in
Damage-seq at any time point. Taken together, these results
indicate that T–C (6-4)PPs are repaired faster than T–T (6-4)PP in
human fibroblasts.

Effect of Transcription Factor Binding on Damage Formation. Anal-
yses of our XR-seq data for UV photoproducts along with
publicly available mutation data led to the discovery of a “vol-
cano pattern” of repair and mutation pattern relative to tran-
scription factor binding sequences. It was found that repair made
a “crater” centered around the transcription factor binding site
(TFBS), whereas mutations by UV and cigarette smoke exhibited
an “eruption” in the center of the crater (15–18). It was thus
concluded that TF binding inhibited excision repair causing the
eruption of mutation centered at the TFBS. However, a study on
UV-induced CPD formation in yeast suggested that TF binding
may inhibit damage formation and thus might be responsible for
the volcano effect (12). With the availability of high-resolution
damage formation reported in this paper along with the repair
maps for UV and cisplatin damage we have been able to address
this issue directly. Our data show that TF binding may inhibit,
stimulate, or have no effect on damage formation in a manner
dependent on TF and the DNA damaging agent.
We examined UV- and cisplatin-damage formation at the

TFBS for 19 TFs, which have at least 10,000 peaks. In Fig. 2, we
report the effects of four commonly analyzed TFs on damage
formation: CTCF (CCCTC-binding factor), NFYB (nuclear
transcription factor Y subunit β), POU2F2 (POU class 2 home-
box 2), and SP1 (specificity protein 1). The first remarkable
observation was the effect of CTCF binding on (6-4)PP damage
formation on the motif strand in which there is stimulation at
one within-motif and three flanking positions (Fig. 2A). How-
ever, damage formation in the complementary strand as well as
in both strands for CPD and cisplatin damage were inhibited
upon CTCF binding. Another damage formation stimulatory
effect was observed in the NFYB binding at the complementary
strands for both UV-induced damage types, whereas the motif
strand showed no clear differences (Fig. 2B). In contrast,
cisplatin-damage formation was inhibited in both strands
upon NFYB binding. POU2F2 binding resulted in mild and
strong stimulatory effects on damage formation in the motif
strands for (6-4)PP and CPD, respectively (Fig. 2C). Effects of
POU2F2 on the complementary strand for UV-induced and
motif strand for cisplatin damages were inconclusive due to
lack of potential damage sites at these locations. Cisplatin-
damage formation at the complementary strand showed no
difference by POU2F2 binding. Finally, SP1 binding exhibits
an inhibitory effect on formation at potential target sites for
all three damage types (motif and complementary strands for
UV and cisplatin damage, respectively) (Fig. 2D).
In summary, 11 of 19 TFs we analyzed showed inhibitory effect

on cisplatin-damage formation when bound, whereas others
caused no change except for one: ELF1 binding to DNA en-
hanced cisplatin-damage formation on the complementary
strand only (Fig. S2). On the other hand, TF binding may have
no effect, inhibit or stimulate photoproduct formation, depend-
ing on the type of the photoproduct and the DNA strand and the
particular TF. The two strands can show opposite profiles of
damage formation when TF is bound. Interestingly, the stimu-
latory effect was found to be more drastic in a few cases than the
inhibitory one (Fig. 2 and Fig. S2). As a control, we analyzed the
unbound motif sites throughout the genome for our TF set. We
subtracted the TF bound sites (compiled from ChIP-seq data
sets) from whole genome sequencing data and searched for the
DNA motifs of each TF. As these sites were expected to be
unbound DNA regions, we did not expect to see any difference
between cell and naked DNA samples. Although the expectation
was satisfied in general, there were some cases showing slight
differential patterns between the two samples (Figs. S3 and S4).
This difference may be due to the bound sites that were not
identified by the ChIP-seq methods.

Fig. 1. HS–Damage-seq method. (A) Schematic of HS–Damage-seq. See Fig.
S1 for details. (B and C) Gel verification of CPD (B) and (6-4)PP (C) libraries.
DNA was extracted from UV-irradiated NHF1 cells at indicated time points
after UV, and “−” means no UV. (D) Dipyrimidine frequencies at the pre-
dicted damage sites.
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DNA Repair and Damage Maps Complement Each Other. Dynamic
repair maps for UV damage of the entire human genome
reported previously exhibited considerable heterogeneity (14).
The repair pattern differences throughout the genome were at-
tributed to heterogeneous excision repair efficiencies. However,
heterogeneity could have also been due to heterogenous damage
distribution. This study rules out damage heterogeneity as an
important contributor to repair heterogeneity by showing that
the damage is uniformly distributed throughout the genome
immediately after the damaging treatment. Thus, damage maps
at the subsequent time points mainly reflect DNA repair. The
complementarity of the measure of repair by the HS–Damage-
seq and XR-seq methods is evident when analyzing transcribed
regions (Fig. 3).
We note that, in comparing the repair maps obtained by

subtractive Damage-seq and XR-seq, the following points need
to be considered. On the one hand, XR-seq measures repair
directly by capturing the excision products that reflect the actual
repair events. Because the excised oligomers have a half-life of
∼10 min before being degraded (19), XR-seq provides a snap-
shot of repair at the sampling time point. In contrast, damage-
seq measures repair indirectly by subtracting damage distribution
at a later time point from the initial time point, thus generating a
cumulative repair map during the time course.
Taking these factors into account, it is apparent that CPDs are

strongly affected by transcription-coupled repair (TCR), which is
basically transcription-dependent enhancement of the repair
efficiency of the transcribed strand relative to its complementary
strand and nontranscribed regions of the genome (20). Due to
this property, CPD damage maps after the initial time point show
dips at the transcribed strand, which correlated well with the
associated peaks in the repair map (Fig. 3A). In the non-
transcribed strand, the damage distribution remains uniform
compared with the flanking regions. On the other hand, the (6-4)
photoproduct damage maps do not exhibit the strand-specific
heterogeneity observed in CPD damage maps at the transcribed
regions (Fig. 3B). This is because the (6-4) photoproducts are
repaired by the core repair machinery efficiently and therefore are
only modestly affected by TCR (2, 19). Nevertheless, there is still a
correlation between repair maps and subtractive damage maps;
more efficiently repaired regions (XR-seq) were found to have
fewer damages at later time points.

Dynamics of CPD Damage and Repair. We examined damage and
repair maps at each time point after UV irradiation at the
transcription start sites and end sites (TSS and TES) of the
highly transcribed regions (Fig. 4 A–D) (14). To eliminate po-
tential confounding effects of convergent transcription, we re-
moved overlapping transcripts. Because of TCR, we expected
damage level in the transcribed strand to decrease with time more
rapidly relative to pre-TSS and post-TES regions. At the initial time
point, upstream and downstream of TSS there were comparable
levels of CPDs in both strands (Fig. 4A). A slight difference between
the two sides (upstream and downstream) and the nonuniform
damage distribution around TSS at the initial time point are mainly
due to sequence context: cell and naked DNA samples show highly
similar profiles (Fig. S5). A sharp repair dip at the TSS early repair
time points (Fig. 4C) is explained by the relative rare damages
centered at TSS (Fig. 4A).
In comparing repair measured by XR-seq and HS–Damage-

seq we observed that TCR of CPD is maximum in 1 h (Fig. 4C),
whereas there was no difference between 0- and 1-h time points
of damage profiles (HS–Damage-seq) because the absolute re-
pair levels are very low compared with total damage present over
this period (21, 22). This observation demonstrates the advan-
tage of using XR-seq and Damage-seq in combination to have a
comprehensive view of cellular processing of DNA damage.
Starting with the next time point, 8 h, we see a clear reflection

of TCR in the TS as measured by HS–Damage-seq. Although the
overall damage at the transcribed and neighboring regions also
decreased after 8 h, the decrease at the gene body for the TS is
much more dramatic (Fig. 4A, Top). At the later time points,
36 and 48 h, the consequence of TCR on damage in the TS is still
visible, although the difference is not as large as it is at the 24-h
time point. The closing of the gap between damage levels of TS
and its flanking region is due to the depletion of damage in the
TS and the relative increase of repair at the flanking regions
(Fig. 4C). Although the differential damage levels in and around
TES are not as dramatic as around TSS, the difference patterns
caused by TCR are similar. The fact that there was no sharp
relative increase at the damage levels at the later time points can
be attributed to the relatively ambiguous transcription stop
points. In any event, the most remarkable TCR-caused damage
level difference between gene body and flanking regions was
observed at 24 h for both TSS and TES in the transcribed strand.
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Fig. 2. DNA bulky adduct formation at TFBSs
for UV-induced (6-4)PP, CPD, and cisplatin-induced
d(GpG) diadduct. Cell (in vivo damaged) and naked
(in vitro damaged) DNA are shown in orange and
blue, respectively. The x axis is scaled to show a 50-
nucleotide window centering TFBS motif. The y axis
shows the damage level as reads per base per thou-
sand mapped (onto TFBS-centered 1-kb window)
reads. Each read is assigned to a single nucleotide
position. Motif strand (MS) is in 5′ → 3′ direction,
whereas the complementary strand (CS) is in 3′ → 5′
direction. Transcription factors presented are (A)
CTCF (number of TFBSs, n = 62,002), (B) NFYB (n =
12,452), (C) POU2F2 (n = 20,390) and (D) SP1 (n =
15,877). The sequence logos were computed by using
the TF-binding sites that we predict. Unbound sites
for these TFs are presented in Fig. S3.
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The profiles at 36 and 48 h were similar to each other and resulted
in reduced TCR-caused difference compared with 24 h.
There is a mild decrease in the TCR-caused difference be-

tween genic vs. nongenic sites at 48 h relative to the 36-h time
point due to the abundant damages left at the flanking regions.
In the nontranscribed strand, CPDs were at comparable levels
for transcribed and flanking regions. However, unlike the tran-
scribed strand, this pattern does not change with time. Overall,
reduction of damage is due to the fast repair of open chromatin
states where actively transcribed genes are located. An increase
in the relative damage level in genic regions at 48 h compared
with 36 h is due to the fact that damage in the heterochromatin
start to get repaired at later time points.

Dynamics of (6-4)PP Damage and Repair. In contrast to CPD, (6-4)PP
damage distribution over the course of the experiment is not
substantially affected by TCR (Fig. 4B). Even though, at 0 and
20 min damage levels measured by HS–Damage-seq overlap (due
to limited sensitivity of the method), throughout the following
time points there is an overall gradual decrease in both gene body
and flanking regions as well as for both TS and NTS. Although the
overall patterns of the different time points look similar, there are
some differences at particular locations: A damage peak is ob-
served at 2 h in the transcribed strand at the 5′ of TS-TSS (also at
the 3′ of NTS-TSS to a lesser extent). The early repair profiles can
explain this observation (Fig. 4D): There is a repair trough at the
corresponding site. This repair inhibition was explained by
the presence of a nucleosome after the TSS (14). Furthermore, the

damage peak region seen at 2 h is repaired more efficiently at the
late time points (4 h) as we observe repair peaks for both strands
(Fig. 4D).

Damage and Repair at DNaseI Hypersensitivity Sites. We have pre-
viously reported that both CPDs and (6-4)PPs are repaired more
efficiently at open chromatin regions (14), particularly at the
early time points. This is consistent with the conventional view
that DNaseI hypersensitivity sites (DHSs) are more accessible to
repair proteins. We examined the time-course damage profiles at
DNaseI hypersensitivity sites in human skin fibroblasts (Fig. 4 E–
H). Not surprisingly, with time, relative damage levels at these
sites decrease (Fig. 4 E and F). Moreover, the patterns sur-
rounding DHSs also exhibit some differences. Although the
initial time point damage distributions were affected by the
sequence context per se (Fig. S6) a slope pointing to the DHS
center appears with time (Fig. 4 E and F). The final time point
of the relative CPD damage level was found to be slightly higher
than the previous time point (Fig. 4F) indicating that at the late
time points, other regions, which contain more damages, are
being repaired at relatively higher levels (Fig. 4G). Although the
overall (6-4)PP damage level at the latest time point is lower
than the previous one (Fig. 4F), the dip magnitude at the center
is decreased, suggesting that flanking regions are repaired well at
the late time points (Fig. 4H).
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Fig. 4. UV-induced damage and repair profiles at transcribed and at DNase
hypersensitive regions. The y axis shows the number of reads per kilobase
per million mapped reads (RPKM) and the x axis shows the relative distance
to the related genomic element. (A) CPD, (B) (6-4)PP damage, (C) CPD, and
(D) (6-4)PP repair distribution along with the transcription start and end sites
for nonoverlapping transcripts that are longer than 15 kb (n = 5,025). Each
data point is an RPKM value at a 200-bp binned window. (E) CPD, (F) (6-4)PP
damage, (G) CPD, and (H) (6-4)PP repair distribution along with the DNase
hypersensitivity sites (n = 162,164). The zero point on the x axis was
taken as the center of the called region. Each data point is an RPKM
value at a single nucleotide position. Data represented are from two
merged biological replicates.
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Effect of Chromatin States on Damage Formation and Repair. Active
chromatin regions, which are accessible to excision repair ma-
chinery, are repaired faster than repressed/heterochromatic re-
gions (14, 23–26). However, whether there is a preference in
damage formation among chromatin states was not known. To
address this issue, we compared UV photoproduct formation in
cell and naked DNA. The ratio of CPD formation in cell-to-
naked DNA reveals uniform damage formation for each chro-
matin state (Fig. 5A) (27). Cell-to-naked DNA ratio of (6-4)PP
formation shows essentially a similar pattern with a few excep-
tions. Active and poised promoter states as well as the repetitive
regions had higher damage levels in the cell DNA compared with
naked DNA. In contrast, the heterochromatin region has mildly
less (6-4)PP formation in cellular DNA.
We also examined the relative damage levels for each chromatin

state during 48-h and 4-h time courses for CPD and (6-4)PP, re-
spectively (Fig. 5B). The first two time points for both damage types
exhibited similar levels, which is in agreement with the damage
levels at transcription and DNaseI hypersensitivity sites (Fig. 4).
Starting at 8 h for CPD and at 1 h for (6-4)PP, the relative damage
levels in the active chromatin states decrease. Interestingly, poised
promoter and repressed states exhibited a different pattern: relative
damage levels peaked at 24 h for CPD and at 2 h for (6-4) pho-
toproducts and dropped precipitously at the following time point. In
comparison, relative damage levels of heterochromatin and re-
petitive regions gradually increase compared with other states. At
48 h, there is a tendency of resetting the initial relative CPD levels:
whereas relative damage in active states increases, it decreases
in the inactive states.
To relate repair dynamics determined directly by XR-seq to

that obtained by subtractive HS–Damage-seq, we investigated
the repair profiles normalized by damage counts at each chro-
matin state (Fig. 5C). The repair profiles exhibited an essentially
expected scenario: high and low repair levels at active and in-
active states, respectively, at the initial time points. Although
repair preference on chromatin states levels out at certain time
points [24 h for CPD and 2 h for (6-4)PP], at the late time points,
the repair preference on some active states is regained. Specifi-
cally, active and poised promoters for both photoproducts and
strong enhancer and transcription-associated states for CPD are
repaired preferentially, even though at the late time points the
absolute damage counts on these chromatin states are very low
compared with heterochromatin and repetitive regions (Fig. 5B).

Discussion
Recently, methods have been developed for studying repair dy-
namics genome-wide (6, 12, 28). One of these XR-seq and its
later versions measure repair directly (6, 13, 14, 29). Briefly, the
26-27-mer oligos generated by the excision repair reaction are
isolated and after appropriate processing are sequenced and
aligned to the genome to generate quantitative repair maps.
Because the excised 26-27-mers have a half-life of ∼10 min
(before being degraded by nucleases) (19) XR-seq data reflect
the repair events having taken place within the ∼10 last minutes
before sampling and thus provide a snapshot of the repair re-
action rather than a cumulative measure of repair. Whereas
quite informative, XR-seq, in isolation, is not suitable for rig-
orous quantitative estimates of repair rates at specific regions
because it measures only repair but not the level of damage
where the repair signal is coming from. The second group of
methods measure damage levels at certain times after the
damaging treatment and the repair level is inferred from the
amount of damage remaining at successive time frames (sub-
tractive Damage-seq). These methods are useful for investigating
repair dynamics only when a substantial level of repair has taken
place. Thus, subtractive Damage-seq is incapable of measuring
repair of ∼10% of the damage in a given chromatin state because
this level of variability is within the experimental error of these
methods. In contrast, XR-seq having virtually zero background is
capable of measuring repair down to 0.1% of damage for a given
region. Thus, the combination of XR-seq with the HS-damage-
seq we describe here makes it possible to measure damage and
repair independently and simultaneously at unprecedented sen-
sitivity to better define genomic features of UV damage forma-
tion and repair and their consequences for UV carcinogenesis.
It has been reported that transcription factor binding to DNA

impairs nucleotide excision repair (15–17). In these studies, which
were based on analyses of our XR-seq data, excised fragments
were found to be underrepresented at TFBSs, which was attrib-
uted to the reduced accessibility of DNA upon TF binding, leaving
excision repair machinery out of the damage site. This interpre-
tation was supported by the mutation enrichment at the TF-bound
regions. However, in a study where CPDs were mapped on the
Saccharomyces cerevisiae genome, the authors raised the possibility
of reduced damage formation at TFBSs as exemplified by the
inhibitory effect of some TF binding on CPD formation (12). In
contrast, ligation-mediated PCR results have indicated that TF
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binding could enhance UV damage formation at specific loci in
human cells (30). Hence, there was a need for a more compre-
hensive analysis of this question. Here, we found that TF binding
can affect the damage formation in three studied damage types
[CPD, (6-4)PP, and cisplatin-d(GpG)]. Our data show there is no
uniform effect of TF binding on damage formation. The damage
formation depends on the particular TF, the strand, damage type,
as well as the position. Therefore, the issue of damage formation
at TFBSs and the effect of TF binding on repair must be
addressed on a case-by-case basis and with consideration of the
particular DNA damage. This variation suggests the effect is likely
to be caused by the structural changes that occurred in DNA upon
protein binding. Because each TF has its own binding mode that
causes base rotation and unwinding, damage formation profiles
would also be different (30). Thus, the mutation enrichment at the
TFBS could also be trivially contributed by the enhanced damage
formation, and the bias in damage formation should be taken into
account when interpreting the mutagenesis likelihood in TFBSs.
However, cisplatin-induced bulky adduct formation is gener-

ally inhibited with few exceptions, suggesting that cisplatin has
limited access to the TF-occupied DNA. It is worth noting that,
whereas UV damage is instant, cisplatin-induced damage for-
mation is progressive. During the time cisplatin was allowed to
damage DNA (1.5 h), a change in TF binding pattern and repair
of initial damages might have started. Because some of the
bound TF binding sites might get left unbound after cisplatin
treatment (31), such a change would minimize the observed
TFBS damage formation difference between cellular and naked
DNA treatment. On the other hand, because total repair during
the first 1.5 h is very low and repair is inhibited at the TFBS, we

expect not only a minor but also an opposite effect of repair in
the observed damage formation inhibition at the TFBS. For these
reasons, with respect to cisplatin-induced damage, a TFBS showing
a decrease when TF is bound is likely to be real, whereas a TFBS
exhibiting no difference could be a false negative.
In conclusion, we believe that the methodology and data

presented in this paper will aid in providing a more compre-
hensive platform for both DNA damage-induced mutagenesis/
carcinogenesis as well as potentially for cisplatin-induced
damage and repair in drug sensitive and resistant cancers.

Materials and Methods
Cell Culture and UV Treatment. Normal human fibroblast 1 (NHF1) (obtained
fromW. K. Kaufmann, University of North Carolina at Chapel Hill, Chapel Hill,
NC) and human lymphocyte GM12878 (purchased from Coriell) were cultured
as previously described (6, 13). Cells were irradiated with 20J/m2 [for both
damage in GM12878 and (6-4)PP in NHF1] or 10J/m2 (for CPD in NHF1) of
UVC. Cells were collected immediately or after a desired time, followed by
genomic DNA extraction. For naked damaged DNA, genomic DNA extracted
from untreated cells was irradiated with 20J/m2 UVC.

High-Sensitivity Damage-Seq and Reference Genome Sequencing. HS-damage-
seq was modified from the original Damage-seq. (13) by using the NEBNext
Ultra II DNA Library Prep kit and adding a subtractive hybridization step.
Libraries for reference genome sequencing were constructed from 100 ng of
sheared undamaged genomic DNA by the NEBNext Ultra II DNA Library Prep
kit. All libraries were sequenced from both ends on the Hiseq 2500
platform by the University of North Carolina High-Throughput Sequencing
Facility. Detailed description of the methods and data analysis can be found
in SI Materials and Methods.
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