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Abstract

Infections can cause a multitude of stresses on the host and microbe. To detect potential infections, 

the mammalian immune system utilizes several families of pattern recognition receptors, which 

survey the intracellular and extracellular environments for microbial products. Members of each 

receptor family induce antimicrobial effector responses, which include inflammatory cytokine or 

interferon expression, downregulation of protein synthesis or host cell death. In this Review, we 

discuss the benefits of each of these innate immune responses. We highlight how non-infectious 

bacteria and viruses typically activate a single family of receptors, which results in a predictable 

host response. Infections with virulent pathogens, in contrast, may activate receptors from distinct 

families. As each receptor family may induce responses that antagonize or synergize with the 

activities of another family, cell fate decisions during pathogenic encounters are unpredictable. 

Understanding the antagonistic antimicrobial activities of the innate immune system should 

provide insight into how cell fate decisions are made during infections, and potentially during 

other environmental stresses.

eTOC Blurb

Franz et al describe how innate immune receptors control host cell fate decisions during various 

types of microbial encounters. During infections, multiple receptors recognize the same microbial 

ligand, but these receptors can induce cellular responses that antagonize each other. This 

competition among receptors determines host cell fate decisions during infection.

Introduction

The ability to recognize and adapt to stress is a necessity of life, as organisms that cannot 

accomplish these seemingly simple tasks are less fit than those that can (Ades, 2008; Torres 

and Dangl, 2005; Walter and Ron, 2011). The mammalian immune system provides a useful 

model to study host responses that are designed to prevent or eliminate stress. The best-

defined potential stress that is detected by the immune system is the presence of microbes 
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(Janeway, 1989). Microbes that can survive under conditions that are similar to mammalian 

cells, and can consume similar energy sources, are potentially dangerous to the host. The 

reason for this is that most microbes replicate faster than mammalian cells. With a fixed food 

supply, microbial cells will overtake this supply and cause catastrophic consequences to the 

host. For this reason, at the most basic level, the task of the mammalian immune system is to 

eradicate microbial infections in order to preserve the host food supply. Due to the rapid 

pace of bacterial, viral and fungal replication, two selective pressures may have been placed 

on the immune system to fight infection. The first pressure is to identify the presence of the 

microbe, and the second pressure is to elicit defense responses rapidly. The inability to 

detect and rapidly fight infection places a life-threatening stress on the host (Pandey et al., 

2014). As such, much genetic information has been dedicated to create rapid response 

pathways dedicated to host defense (Daugherty and Malik, 2012). However, different 

microbes pose different threats to the host, with some being avirulent, and others being 

highly virulent. It therefore stands to reason that the immediate (innate) immune response 

systems can gauge the threat to the host.

In recent years, several ideas of the means by which infectious threat can be gauged have 

been discussed, with the dominant view being that virulent pathogens can activate a greater 

inflammatory response than their avirulent counterparts (Blander and Sander, 2012; Vance et 

al., 2009). This greater inflammatory response is thought to result from the combined 

actions of pathogenic activities that promote infection, and the ability of some pathogens to 

thrive in an inflammatory tissue environment (Faber et al., 2016; Winter et al., 2010). 

Pathogen replication results in a larger abundance and wider range of microbial ligands 

present at sites of virulent infections than avirulent ones. These microbial ligands are 

referred to as pathogen associated molecular patterns (PAMPs) (Janeway, 1989). This 

strategy of gauging the threat of virulence can be considered microbe-centric, in that the 

innate immune system would recognize specific types and amounts of PAMPs to determine 

its state of activation. However, host molecules can also influence the activation state of 

immune cells. These host molecules are called damage associated molecular patterns 

(DAMPs), and are released from dying cells at the sites of tissue damage and infection 

(Newton and Dixit, 2012). Thus, in an infected tissue, distinct sources of 

immunomodulatory molecules exist, which raises the question of how the host interprets this 

plethora of information.

In this Review, we will discuss the various cell fate decisions that mammalian cells must 

make during microbial encounters. Particular focus is placed on macrophages and dendritic 

cells, as these phagocytes survey all tissues of the body, and are therefore positioned to 

detect infections rapidly. Attention is also given to tissue resident cells (fibroblasts, for 

example), as much of our knowledge has derived from the study of these cell types. We 

discuss the common activation state achieved when cells detect and respond to innocuous 

microbial encounters, and then focus on the various types of activation that occur upon 

encounters with pathogens. In particular, we discuss the means by which the receptors of the 

innate immune system influence cell fate decisions through the detection of PAMPs, 

DAMPs or both, and highlight how pathogens can activate receptors that elicit activities that 

oppose one another in the responding cell. These opposing activities of PRRs pose 

interesting challenges to the host in terms of which activation state to achieve.
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PAMPs from non-infectious microbes induce a generic phagocyte 

activation state

All mammalian cells detect microbes through the actions of receptors that recognize specific 

PAMPs. There are numerous examples of these host sensors of infection, which are 

collectively known as pattern recognition receptors (PRRs). The best-characterized PRRs 

include the Toll-like Receptor (TLR) family, the Dectin family of C-type lectin receptors, the 

nucleotide binding domain leucine rich repeat containing proteins (NLRs), the AIM2 like 

Receptors (ALRs), and the RIG-I like Receptors (RLRs) (Medzhitov, 2009). Other PRRs 

also exist that do not fall into these families, and will be discussed as needed throughout this 

manuscript. PRRs do not contain a common protein fold or primary amino acid sequence, 

yet they operate by the common principle of detecting microbes and inducing host-defense 

responses (Pandey et al., 2014). From a cell biological perspective, PRRs can be classified 

into two groups—those that survey the extracelluar space for PAMPs, and those that survey 

the intracellular (usually cytosolic) space for these microbial products (Brubaker et al., 

2015).

The mechanisms by which PRRs detect their ligands and the means by which specific PRRs 

are localized within cells have been the focus of several reviews in recent years (Kagan, 

2012; Pandey et al., 2014), and will therefore only be discussed briefly. PRRs can operate as 

high-affinity PAMP-binding proteins (Chuenchor et al., 2014), or they can operate as low-

affinity receptors whose activation depends on the functions of other high-affinity ligand-

binding proteins (Gioannini et al., 2004). It is unclear why some PRRs evolved to detect 

PAMPs with high-affinity directly, and others achieve high-affinity interactions through the 

aid of accessory factors. One possible advantage of the latter is that accessory proteins may 

help amplify the number of cells activated during a microbial encounter. An example of this 

concept derives from studies of the mammalian receptors for extracellular bacterial 

lipopolysaccharides (LPS). TLR4 is classically viewed as the LPS receptor, as this protein is 

solely responsible for the inflammatory gene expression program that is induced by this 

microbial product (Meng et al., 2011; Poltorak et al., 1998). However, TLR4 forms few 

direct contacts with LPS (Park et al., 2009). High-affinity LPS interactions depend first on 

interactions with several LPS-binding proteins, including LPS binding protein (LBP), CD14 

and MD-2 (Gioannini et al., 2004; Gioannini and Weiss, 2007). LBP binds directly to the 

bacterial cell wall (or micelles of free LPS), and this process facilitates the capture of a 

monomer of LPS by CD14. CD14 then transfers LPS to a heterodimer of MD-2 and TLR4 

to promote inflammatory gene expression. It has been estimated that CD14 can extract 1000 

molecules of LPS from a single bacterium, each of which can possibly activate a different 

macrophage to promote inflammation (Gioannini and Weiss, 2007). Thus, the process of 

using accessory proteins to facilitate PRR signaling may benefit the host in terms of the 

number of phagocytes participating in the inflammatory response. At present, it is unclear if 

similar mechanisms exist to promote an amplified response to other microbial encounters, 

but the studies of TLR4 signaling justify such an inquiry.

Regardless of the mechanism by which a PRR detects its microbial ligand, a general 

consequence of PRR activation is the initiation of an inflammatory response. PRRs that 
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detect extracellular PAMPs are commonly activated by microbes, regardless of their 

virulence potential, and include the TLRs and Dectin families (Kagan, 2012). TLRs, in 

particular, survey the extracellular space and the contiguous luminal compartments of 

endosomal vesicles for PAMPs (Majer et al., 2016). These microbial products range from 

bacterial cell surface components (e.g. LPS and flagellin subunits) to viral nucleic acids 

(Pandey et al., 2014). Once these ligands are detected, signaling pathways are induced that 

culminate in the activation of inflammatory transcription factors of the AP-1 and NF-κB 

families, among others. These factors then induce the expression of a variety of 

inflammatory and immunomodulatory genes that shape the subsequent immune response.

Mechanistically, TLRs, Dectins (and most other PRRs) induce thematically similar signaling 

pathways to promote cell activation. Once these receptors detect their microbial ligands, they 

induce the formation of supramolecular organizing centers (SMOCs) that consist of several 

cytosolic signaling proteins (Kagan et al., 2014). SMOCs function as organelles that are 

assembled on-demand, or as needed, by the host cell, and serve as the principal source of 

inflammatory signals that emanate from active PRRs (Kagan et al., 2014). These structures 

are therefore the subcellular sites where cell fate decisions are induced after microbial 

detection by PRRs.

In the TLR pathway, the best studied SMOCs are the myddosome (Lin et al., 2010; 

Motshwene et al., 2009) and the putative triffosome (Gay et al., 2014) whose effector 

functions are to promote the activation of inflammatory and immunoregulatory transcription 

factors. Dectins induce the CARD9-MALT1-BCL10 complex that can be also be considered 

a SMOC, and links active receptors a similar set of inflammatory transcription factors 

(Gross et al., 2006). In several of these PRR-induced signaling events, the strong 

upregulation of inflammatory gene expression is coupled with a shift in the metabolic state 

of the cell from aerobic respiration to glycolysis (O’Neill and Pearce, 2016). This shift 

correlates with an increase in the translational and secretory capacities of the cells, thereby 

ensuring efficient synthesis and release of the induced cytokines, chemokines and other 

immune mediators that are important to achieve a general inflammatory activation state.

In addition to the local inflammatory responses induced by TLR and Dectin mediated 

responses, signaling of these receptors within phagocytes promotes T- and B-cell mediated 

immune responses that provide long-term host defense (Iwasaki and Medzhitov, 2010; 

LeibundGut-Landmann et al., 2007). These responses have been best-defined in dendritic 

cells, where PRR-dependent signaling events induce the expression of major 

histocompatibility complex (MHC) and costimulatory molecules (Schnare et al., 2001), the 

processing and loading of microbial antigens on MHC (Blander and Medzhitov, 2006), the 

transport of peptide-loaded MHC to the cell surface (Chow et al., 2002), and the trafficking 

of dendritic cells from the sites of microbial encounter to the draining lymph node where 

naïve T-cells reside (Lee and Iwasaki, 2007). Importantly, the PRR-dependent responses 

described above can be considered generic, in that any microbe should activate these 

responses.

Much of the discussion offered above is based on the idea that a simple “if-then” decision 

determines the activation states of mammalian cells that encounter microbes. In the case of 
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microbial encounters where a single PRR family is activated (e.g. activation of TLRs, but 

not other PRRs by non-pathogenic E. coli), this if-then decision can accurately predict the 

activation state of the host cell. However, the cell fate decision becomes more complex 

during encounters with virulent pathogens, as under these conditions a wider range of PRRs 

may be engaged. As will be described below, different PRR families exhibit different 

effector functions, and some of these functions antagonize the activities of other PRRs. 

Understanding how competing signals are interpreted by the host to commit to a specific 

activation state is a challenge faced by the community today.

PAMPs from virulent microbes induce diverse activation states of infected 

cells

While the above-described sequence of events summarizes much of our knowledge of how 

the immune system links microbial detection to inflammatory and adaptive immune 

responses, there is another variable to consider. This variable is virulence. Not all microbes 

pose the same threat to the host, as some are avirulent and some are highly pathogenic. In 

principle, it would be beneficial to the host if systems would be in place to create a higher 

state of immune activation when encounters with virulent pathogens are detected (Blander 

and Sander, 2012; Vance et al., 2009). For this discussion, it is important to note that there 

are two types of pathogenic encounters. One type involves encounters with microbes that 

display complex activities to manipulate and replicate in a mammalian host (Cossart and 

Roy, 2010; Diamond and Pierson, 2015; Orzalli and Knipe, 2014). Encounters with these 

microbes are commonly considered virulent encounters, and a successful host response 

should eliminate the host-microbe interaction entirely. The second type of pathogenic 

encounter occurs with microbes that naturally inhabit our bodies (Chow and Mazmanian, 

2010). Interactions with these microbes are normally innocuous, but can convert to a 

pathology under conditions of immune-dysregulation, stress, or a change in the composition 

of commensal microbiota (e.g. during antibiotic treatment). Unlike the sterilizing immunity 

that results from successful host responses to virulent pathogens, host responses to these 

opportunistic commensals may not eliminate the microbe. Rather, the host responses may be 

designed to restore a state of commensalism between the host and microbe. As the 

distinction between microbe and pathogen is blurred by potentially virulent commensals, we 

will focus our discussion on encounters with avirulent environmental microbes or virulent 

pathogens.

Work in recent years has provided support to the idea that a heightened state of immune 

activation can be achieved during virulent infections. The means by which infection (as 

opposed to microbial encounters) is detected by the host is not via TLRs and Dectins, as 

these receptors may detect any extracellular microbe. Rather, receptors of the NLR, RLR 

and ALR family are responsible. The central difference between these receptors and the 

TLRs and Dectins is that the former group surveys the intracellular (usually cytosolic) space 

for microbial products (Kagan and Barton, 2014).

The cytosol is a highly unusual environment, in that it is perhaps the only germ-free location 

on the planet. In contrast, all extracellular environments have the possibility of being 

Franz and Kagan Page 5

Mol Cell. Author manuscript; available in PMC 2018 June 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



occupied by one or more microbes. During many infectious encounters, the germ-free state 

of the cytosol is disrupted, as most virulent pathogens must access the cytosol in some way. 

Cytosolic access can come in the form of actual pathogen occupancy, such as is the case for 

Listeria monocytogenes, Shigella flexneri, and numerous viral pathogens. Cytosolic access 

can also occur indirectly, as is the case during infectious encounters with extracellular or 

vacuolar bacteria. Like their aforementioned cytosolic counterparts, these microbes must 

manipulate the host in order become pathogenic. This task is most commonly accomplished 

by the injection of virulence factors (classically called toxins or effectors) into the host 

cytosol (Cambronne and Roy, 2006; Galan, 2009). Thus, many pathogens, regardless of their 

infectious strategies, must access the cytosol in some way in order to manipulate the host. 

Because the uninfected cytosol is so definitively germ-free, cytosolic PRRs are in a unique 

position to operate as pathogen sensory proteins. An excellent example of this principle 

comes from studies of Listeria monocytogenes infections of macrophages (Leber et al., 

2008). Wild type (virulent) bacteria enter cells via phagocytosis and then escape 

phagosomes to replicate in the cytosol (Tilney and Portnoy, 1989). These bacteria activate 

signaling events that are mediated by TLRs and NLRs (Leber et al., 2008). In contrast, 

avirulent bacteria that are unable to escape phagosomes only activate TLR-dependent gene 

expression (Leber et al., 2008). NLRs cannot be activated because these bacteria never enter 

the cytosol, where these receptors are located. As only cytosolic Listeria are virulent, the 

activation of NLRs upon entry into this intracellular location can be considered an indicator 

of a virulent encounter.

In the next sections, we describe the various cellular responses induced by cytosolic PRRs, 

with a focus on activities that appear to be incompatible with the effector functions of other 

PRRs that may be activated simultaneously during pathogenic encounters.

Infected cells must decide between immune activation and pyroptosis

If cytosolic PRRs serve to distinguish microbe from pathogen, detection of PAMPs by these 

receptors should elicit different cell activation states than PRRs that survey the extracellular 

space. Work over the last decade has supported this idea. For example, several members of 

the NLR and ALR families detect microbial products in the cytosol of infected cells 

(Hornung et al., 2009; Zhao et al., 2011). Once detected, these proteins promote a lytic form 

of cell death called pyroptosis, which prevents the host cell from supporting pathogen 

replication (Man and Kanneganti, 2015). It is likely that during natural infections of 

mammalian hosts, some cells will be exposed to PAMPs, but will not be infected. In these 

cells, TLRs and Dectins may be activated to promote general inflammatory and adaptive 

immune responses. Other cells in the same tissue, in contrast, will be infected by the 

pathogen. In these cells, TLRs/Dectins will be activated, along with cytosolic PRRs that 

promote pyroptosis.

Mechanistically, the best understood PRRs that induce pyroptosis are members of the NLR 

and ALR family. These proteins detect a variety of molecules, but for the purpose of this 

discussion, PAMP detection will be highlighted. The ALR AIM2, in particular, detects viral 

double stranded DNA (dsDNA) (Hornung et al., 2009), and the NLRs NAIP5 and NAIP6 

detect subunits of bacterial flagellin (Rauch et al., 2016; Zhao et al., 2016). Once these 
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receptors detect their microbial ligands, they induce the formation a SMOC called an 

inflammasome, whose principal effector functions are to cleave and activate cytosolic IL-1 

family cytokines and the protein gasdermin D (GSDMD) (Kayagaki et al., 2015; Schroder 

and Tschopp, 2010; Shi et al., 2015). Once cleaved, GSDMD forms pores in the plasma 

membrane of the infected cell that results in lysis (pyroptosis), and the release of the 

aforementioned IL-1 family members that amplify the inflammatory response (Kayagaki et 

al., 2015; Shi et al., 2015). Pyroptosis will also amplify the antimicrobial response directly, 

as several intracellular pathogens can become trapped in pyroptotic corpses, rendering these 

microbes sensitive to capture by other phagocytes (Jorgensen et al., 2016). Thus, pyroptosis 

offers many benefits to the host in terms of amplifying the inflammatory and antimicrobial 

activities of the host.

While the induction of pyroptosis will amplify host defenses in an infected tissue, there are 

likely to be tradeoffs associated with this cell fate decision. The most obvious tradeoff is that 

the infected cell will die and therefore its ability to participate in subsequent immune 

responses will end. These immunomodulatory activities include, at the minimum, the ability 

of macrophages to promote additional antimicrobial activities in the infected tissue and the 

ability to resolve the local inflammatory response after the infection has been controlled 

(Okabe and Medzhitov, 2016). In addition, in the case of dendritic cells, the pyroptotic death 

of these cells will render them incapable of activating naïve antigen specific T-cells, as these 

events require long-distance cell migration to draining lymph nodes and many hours (or 

perhaps days) of residence in the lymph node (Mempel et al., 2004). Thus, it is possible that 

the decision of a cell to undergo pyroptosis has costs and benefits to the coordination of 

innate and adaptive immune responses.

How a cell determines whether to initiate pyroptotic death pathways or to promote 

inflammation while retaining viability is unknown. This question becomes even more 

interesting when considering the fact that different PRRs recognize the same PAMP and 

induce these different responses (Figure 1). For example, whereas cytosolic AIM2 detects 

dsDNA and promotes pyroptosis (Hornung et al., 2009), the cytosolic PRR cGAS also binds 

dsDNA, but subsequently stimulates interferon (IFN) and chemokine production (Sun et al., 

2013). Mechanistically, detection of dsDNA by cGAS activates its enzymatic activity to 

synthesize a cyclic dinucleotide called 2′-3′ cyclic GMP-AMP (cGAMP) (Sun et al., 2013; 

Wu et al., 2013). cGAMP then binds with high-affinity to the endoplasmic reticulum (ER) 

localized protein STING, which functions to activate various immunoregulatory 

transcription factors (Liu et al., 2015) that promote IFN and inflammatory chemokine 

expression.

A common means of studying AIM2 and cGAS signaling events has been to use transfection 

of dsDNA as a model for viral entry into the cytosol. Performing these experiments in 

macrophages and dendritic cells revealed that increasing amounts of transfected dsDNA 

yields a proportional increase in IFN expression, before a maximum IFN response is reached 

(Corrales et al., 2016). Transfecting higher concentrations of DNA past that of the peak 

induces decreasing amounts of IFN expression. Interestingly, if this same experiment is 

conducted in the absence of AIM2 or downstream inflammasome components, IFN 

production continues to increase with increased concentration of transfected dsDNA 
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(Corrales et al., 2016). One interpretation of this result is that in the absence of AIM2, cells 

do not enter pyroptosis after DNA transfection and are thus capable of producing more IFN. 

This idea suggests an antagonistic relationship between AIM2 and cGAS, despite both 

receptors binding the same PAMP and being important for host defense against the same 

viral pathogens. A possible explanation for the antagonistic relationship between AIM2 and 

cGAS is that cGAS may be activated at lower concentrations of cytosolic dsDNA than 

AIM2. Thus, during an initial viral infection, IFN expression may be the dominant host 

defense response. When a particular threshold of cytosolic dsDNA is passed, such as under 

conditions of uncontrolled viral replication, AIM2 is activated and pyroptosis ensues (Figure 

2). One prediction of this model is that cGAS should have a higher affinity for dsDNA than 

AIM2, such that low concentrations of cytosolic dsDNA would only activate cGAS. 

However, in vitro studies estimate the affinity of AIM2 for dsDNA to be similar to that 

cGAS (Jin et al., 2012; Kranzusch et al., 2013). This finding suggests a more complex 

means of regulating the antagonistic activities of AIM2 and cGAS. Additional work is 

necessary to understand the basis for these important regulatory mechanisms.

Cytosolic PAMPs can bind PRRs that induce transcription and reduce 

translation

Life verses death decisions are not the only antagonistic activities of the innate immune 

system. Even within populations of viable cells, different PRRs can induce signals that 

appear to counteract each other. An example of this idea derives from studies of PRRs that 

detect viral RNA. One set of PRRs that detect RNA viruses are the RLRs, which survey the 

cytosol for the presence of viral genomes, replication intermediates or transcripts (Kato et 

al., 2006). Upon detection of these RNAs, RLRs promote an antiviral cell activation state, 

which is characterized by the strong upregulation of inflammatory chemokines, cytokines 

and the expression of type I and III IFNs (Gitlin et al., 2006; Kato et al., 2006; Odendall et 

al., 2014). However, viral RNA can also detected by another cytosolic PRR called PKR 

(Levin and London, 1978), which acts to inhibit the protein synthesis machinery of the 

infected cell (Garcia et al., 2006). These virus-triggered activities are seemingly at odds with 

one another, as RLR-induced IFN transcripts need to be translated, but PKR downregulates 

protein synthesis.

Recent studies have highlighted that RLR and PKR activities may not be occurring 

independent of one another, but rather RLRs promote PKR activity. During viral infections, 

free viral RNA is rare, as these nucleic acids are often coated with viral proteins that have 

diverse functions (Garcia et al., 2006). One of the functions of viral nucleoproteins is to 

prevent access of the RNA to PKR. Interestingly, while PKR cannot access coated viral 

RNA, the RLRs can. RLRs have the ability to displace viral RNA binding proteins, thereby 

exposing these PAMPs to PKR and promoting translation shutdown (Yao et al., 2015). Thus, 

a PRR family that promotes gene expression (RLRs) is important to activate a PRR that 

limits protein synthesis (PKR).

While the above-described sequence of events provides an example of seemingly 

antagonistic innate immune responses, the receptors that regulate these responses are 
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important for controlling viral infection. Thus, some means of coordinating RLR and PKR 

activity must exist. One possibility is that the ability of RLRs to displace viral proteins from 

RNA may only occur at high concentration of RLRs. Since RLRs are upregulated after IFN 

induction (Kang et al., 2004; Yoneyama et al., 2004), such a concentration may require an 

initial round of RLR-dependent IFN and ISG expression. This idea would ensure that PKR 

does not prevent the translation of IFN-regulated genes during the initial viral encounter, but 

would do so once an IFN response has been initiated. Consistent with this idea are 

observations that some viruses induce PKR activity late in infection (Mulvey et al., 2003; 

Stojdl et al., 2000). A notable aspect of this model would be that the concentration of RLRs 

in the cell would determine effector response induced during infection. Low RLR abundance 

in resting cells would be sufficient to induce IFN expression, whereas high RLR abundance 

could be necessary to activate PKR and shutdown translation. Another possibility to 

consider is that there is some means by which mRNAs encoding IFNs and other antiviral 

factors are insensitive to the translation-inhibitory actions of PKR. This scenario would 

allow RLR-induced transcripts to be translated, even under conditions of PKR activation. 

Support for this possibility comes from the findings that, during some viral infections, PKR 

is required for the polyadenylation and translation of mRNAs encoding various IFNs (Schulz 

et al., 2010). Kinetic analysis of multiple virus encounters in multiple cell types may be 

necessary before a clear understanding of how RLR and PKR activities can be provided.

Altering PRR-induced cell fate decisions by sensors of cellular stress

In the example described above, one PAMP, dsRNA, was capable of downregulating protein 

synthesis via PKR while also activating IFN expression via RLRs. Not all PAMPs are able to 

induce these dual activities. However, the stress of a replicating pathogen on the host can be 

sensed simultaneously with a PAMP, through the use of different receptors. Under these 

conditions, a cell may receive an activating signal from a PAMP and at the same time a 

signal to inhibit protein synthesis via the integrated stress response (ISR). This scenario 

provides two contexts for the detection of PAMPs: with ISR activation and without. 

Concurrent activation of PRRs and ISR may serve as a sensor of virulence of a pathogen and 

as such, downstream signaling from either pathway may be modified.

The ISR is regulated by a group of kinases consists of the aforementioned PKR, general 

control nonderepressible 2 (GCN2), Heme-Regulated Inhibitor (HRI), and PKR-like ER-

localized Kinase (PERK). Respectively, these kinases sense the presence of dsRNA, amino 

acid starvation, heme deficiency, oxidative stress, and ER stress (Berlanga et al., 1999; Chen 

and London, 1995; Harding et al., 2003; Levin and London, 1978). PERK is also one of 

three ER-localized transmembrane sensors that make up the unfolded protein response 

(UPR) that are activated during ER stress (Walter and Ron, 2011). While each of these 

kinases detect a unique cellular stress, they phosphorylate the same target protein to induce 

the same cellular response—downregulation of protein synthesis and activating 

transcriptional programs to return to protein homeostasis (Walter and Ron, 2011).

When the ISR kinases are active, they phosphorylate a key translation initiation protein, 

eIF2α. eIF2α is part of the heterotrimeric complex, eIF2, that binds GTP and delivers the 

initiating methionyl tRNA to the assembling ribosome (Hinnebusch and Lorsch, 2012). 
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However, when eIF2α is phosphorylated it binds eIF2B and competitively inhibits its GEF 

activity (Krishnamoorthy et al., 2001). GEF inhibition prevents the recycling of GDP to 

GTP, inhibiting ternary complex formation and ultimately turning off canonical translation 

initiation. When canonical eIF2-dependent translation is inhibited, selective translation of a 

group of mRNAs is upregulated (Morris and Geballe, 2000). These mRNAs include the 

transcription factors ATF4 and CHOP, which help relieve inhibitory stress responses, but 

long-term induction will lead to apoptosis (Walter and Ron, 2011).

Diverse immunological consequences of ISR activation exist. The most obvious 

consequence of ISR activation is that virus replication may be restricted, as all pathogens of 

this class require host protein synthesis to complete their lifecycle. However, the ISR may 

also influence the inflammatory and immuno-regulatory activities of dendritic cells and 

macrophages. Indeed, during microbial encounters by these cell types, a subset of 

inflammatory genes, including TNFα and IL-23 are synergistically upregulated by TLR 

signaling and the ISR-induced transcription factor CHOP (Goodall et al., 2010). Under these 

conditions, the signals that promote UPR pathway activation do not originate from a cellular 

stress per se, but rather via TLR signal transduction. This non-canonical mechanism of UPR 

pathway activation results in an atypical response, in that IRE1 activity, but not other ER 

stress sensors, is specifically activated. IRE1 then promotes the splicing of the xbp1 
transcript, leading to the production of the transcription factor XBP1 (Martinon et al., 2010). 

Whereas XBP1 induces the expression of stress response genes during ER stress, TLR 

signaling prompts XBP1 to enhance transcription of CHOP, and inflammatory regulators 

such as IL-6, TNFα, and IFN.

While CHOP enhances inflammatory signaling, CHOP expression must be tightly regulated 

into order to prevent apoptosis. When TLR4 and the ISR are activated, downstream SMOCs 

serve a dual purpose. The Trif-containing triffosome activates inflammatory transcription 

factors to promote gene expression, and this complex renders cells resistant to 

phosphorylated eIF2α that occurs after PERK senses ER stress. A Trif-Src-PP2A signaling 

axis culminates in the dephosphorylation of eIF2Bε. This event stimulates GEF activity in 

the presence of the inhibitor, phosphorylated eIF2α (Woo et al., 2012). It is not known if 

phosphorylated eIF2α is the target of the Trif-induced GEF activity or if eIF2B targets a 

small subset of unphosphorylated eIF2α, but the activity is sufficient to resume host 

translation and prevent further translation of CHOP and thus CHOP-mediated apoptosis. 

Thus, cellular stress response systems that may be activated during infection may influence 

the cell fate decisions induced by PRRs within that same cell. These stress response systems 

can amplify the translation of some inflammatory mRNAs while preventing translation of 

viral transcripts, but long-term translational manipulation may ultimately prompt apoptotic 

cell death programs.

DAMPs from infected cells diversify the activation states of uninfected cells

Thus far, we have discussed several means by which infected cells can receive signals from 

diverse receptors to alter cell fate decisions in the innate immune system. In this section, we 

discuss recent work highlighting how uninfected cells can also achieve different activation 

states, depending on the PAMPs and DAMPs that they encounter. Like the aforementioned 
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examples, this diversity of activation states of uninfected cells comes with immunological 

costs and benefits.

During virulent infections, pyroptotic programs not only limit intracellular pathogen 

replication by removing the infected living cell, these events also result in the release of a 

variety of DAMPs (de Vasconcelos et al., 2016). DAMPs are a heterogenous set of 

molecules, which include proteins (e.g. interleukin-1 (IL-1) family of cytokines), nucleic 

acids (DNA or RNA) and lipids (oxidized phosphorylcholines). Some DAMPs exhibit direct 

inflammatory activity, such as the IL-1 family of cytokines and nucleic acids (Netea et al., 

2015). These molecules bind specific receptors whose signaling pathways promote an 

inflammatory response. Other DAMPs, in contrast, exhibit indirect inflammatory activity, 

such as the HMGB family of proteins (Pawaria et al., 2015). This latter set of molecules 

captures extracellular nucleic acids and facilitate their delivery to DNA or RNA sensing 

TLRs, thus helping to amplify the inflammatory response.

In recent years, there has become an increasing appreciation of the importance of PRR 

interactions with DAMPs. Like their microbial counterparts, DAMPs can engage PRRs 

directly or indirectly. An example of indirect PRR activation derives from studies of the 

inflammatory activities of extracellular ATP. High concentrations of extracellular ATP are 

rare under homeostatic conditions, as this molecule is present in the intracellular 

environment of living cells. During infections, the local stresses on the host can lead to 

regulated or spontaneous cellular damage, resulting in the release of cytosolic ATP. Under 

these conditions, released ATP can gate the P2X7 receptor and promote an ionic imbalance 

that results in potassium efflux from the cell (Munoz-Planillo et al., 2013). This efflux is 

coupled to a rush of calcium into the cell (Murakami et al., 2012). Through mechanisms that 

are unclear, this ionic imbalance promotes the activation of NLRP3, which induces the 

assembly of an inflammasome consisting of the adaptor ASC and the protease caspase-1 

(Elliott and Sutterwala, 2015). Caspase-1 is activated within the NLRP3 inflammasome and 

consequently cleaves pro-IL-1 family members and GSDMD (Kayagaki et al., 2015; Shi et 

al., 2015). The N-terminal fragment then forms pores in the plasma membrane that leads to 

pyroptosis and the passive release of bioactive IL-1 and other cytosolic DAMPs (Ding et al., 

2016; Liu et al., 2016). Among the DAMPs released is ATP, which may then act on another 

cell to trigger a pyroptotic feed-forward loop, resulting in a high degree of inflammation. As 

ATP binding to the P2X7 receptor leads to NLRP3 activation (Mariathasan et al., 2006), we 

consider this mechanism of PRR activation to be indirect. Moreover, because infected cells 

can be the initial source of the ATP released into the extracellular space, uninfected 

neighboring cells can be induced to undergo pyroptosis after they are exposed to ATP. 

Importantly, the pyroptosis-inducing activities of ATP is limited to cells that have been 

previously exposed to TLR ligands (Sutterwala et al., 2014). One possible explanation for 

the need to “prime” cells with TLR ligands in order for ATP to induce inflammasome 

assembly is based on the low basal expression of NLRP3 in resting cells. LPS treatment, for 

example, increases NLRP3 expression (and the expression of IL-1 family members), which 

may facilitate inflammasome assembly.

An example of direct engagement of PRRs by DAMPs comes from recent studies of a set of 

inflammatory lipids called oxPAPC (Zanoni et al., 2016). oxPAPC is a heterogenous 

Franz and Kagan Page 11

Mol Cell. Author manuscript; available in PMC 2018 June 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



population of lipids that are derived from non-oxidized phosphorylcholines that are present 

in the plasma membrane of all mammalian cells (Berliner et al., 2009). At sites of tissue 

injury, the reactive oxygen species released from dying cells results in the spontaneous (non-

enzymatic) oxidation of these lipids to generate oxPAPC (Fu and Birukov, 2009; Imai et al., 

2008). oxPAPC, like extracellular ATP, does not exhibit intrinsic inflammatory activities. In 

fact, oxPAPC was initially characterized as an anti-inflammatory factor because cells and 

mice pretreated with oxPAPC are poorly responsive to subsequent exposures to TLR4 

ligands (Bochkov et al., 2002). Recent work has also highlighted the inflammatory activities 

of oxPAPC. When dendritic cells have been primed with TLR ligands, oxPAPC promotes 

the assembly of the NLRP3 inflammasome (Zanoni et al., 2016). The inflammasome 

assembled upon oxPAPC exposure differs from that assembled by ATP in several ways. 

First, the former is regulated by the cytosolic PRR caspase-11, whereas ATP-mediated 

NLRP3 inflammasome assembly does not require caspase-11 (Kayagaki et al., 2011). 

oxPAPC and ATP also differ in their dependence on potassium efflux for NLRP3 

inflammasome assembly (Zanoni et al., 2016). Finally, and most notably, the inflammasome 

assembled by oxPAPC induces the processing and release of IL-1 family members from 

living cells, whereas ATP induces pyroptosis and IL-1 release (Zanoni et al., 2016). The 

ability of oxPAPC to add IL-1 family cytokines to the inflammatory repertoire normally 

released upon TLR ligand stimulation suggests that a heightened state of cell activation has 

been achieved. Dendritic cells exposed to TLR ligands and oxPAPC are therefore considered 

“hyperactive”, and are capable of eliciting a heightened degree of antigen-specific T-cell 

activation than dendritic cells treated solely with TLR ligands (Zanoni et al., 2016).

The ability of oxPAPC to promote dendritic cell hyperactivation depends on caspase-11, and 

oxPAPC binds directly to this PRR, thereby promoting its oligomerization (Zanoni et al., 

2016). Interestingly, LPS also interacts with and oligomerizes caspase-11, yet this PRR 

interacts with PAMPs and DAMPs through different domains. The N-terminal CARD 

domain binds directly to LPS, whereas the C-terminal catalytic domain binds oxPAPC. 

oxPAPC also has the ability to form a complex with caspase-1, whereas LPS does not. Much 

remains to be learned about the mechanisms by which caspase-11 binding by LPS and 

oxPAPC influence inflammasome activities, but it is clear that the DAMPs oxPAPC and ATP 

differ in their abilities to influence cell fate decisions. ATP activates NLRP3 inflammasome 

assembly indirectly, by inducing potassium efflux from TLR ligand primed cells. These 

events lead to pyroptosis, IL-1 family cytokine release and local inflammation. oxPAPC, in 

contrast, activates NLRP3 inflammasome assembly directly, through interactions with the 

PRR caspase-11 (and perhaps caspase-1). These events do not result in pyroptosis, but rather 

dendritic cell hyperactivation, which leads to a heightened adaptive immune response.

Interestingly, dendritic cells are not the only cells that can achieve a hyperactive state, and 

PAMPs can also induce this cell fate choice. When cell wall peptidoglycans from gram-

positive bacteria are degraded, the N-acetylglucosamine degradation product can somehow 

reach the cytosol of macrophages (Wolf et al., 2016). This bacterial product binds the 

glycolytic enzyme hexokinase, which results in its release from mitochondria (Wolf et al., 

2016). Cytosolic hexokinase then leads to NLRP3 inflammasome assembly and the release 

of IL-1 from living macrophages. Similarly, in human and pig monocytes (but not murine 

cells), LPS has the ability to promote IL-1 release in the absence of pyroptosis (Gaidt et al., 

Franz and Kagan Page 12

Mol Cell. Author manuscript; available in PMC 2018 June 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



2016). This process depends on TLR4 and a genetically-defined pathway that includes the 

adaptor protein Trif and caspase-8. CD14 has also been implicated in LPS-induced IL-1 

release from human monocytes, as has caspase-5 (one of the human orthologs of murine 

caspase-11) (Vigano et al., 2015). While oxPAPC, N-acetylglucosamine and LPS are 

chemically distinct entities that are derived from different organisms, they all possess the 

ability to promote NLRP3 inflammasome assembly independent of potassium efflux. These 

unusual inflammasomes share the ability to promote IL-1 release from living uninfected 

cells, and can therefore all be considered capable of immune cell hyperactivation.

The findings that select DAMPs and PAMPs can hyperactivate phagocytes diversifies the 

activities of inflammasomes, as these SMOCs were previously thought to function to induce 

pyroptosis of cells that were infected directly. In an infected tissue, uninfected cells may also 

be an important source of inflammasome activities, as these cells should be in a position to 

detect PAMPs and DAMPs released from infected and/or damaged cells.

A third class of DAMPs also exists, which include molecules that may best be defined as 

accidental activators of PRRs. Unlike ATP and oxPAPC, which activate PRRs by 

mechanisms distinct from PAMPs, this third class of DAMPs engages PRRs by a mechanism 

that appears indistinguishable from microbial products. These molecules include self-nucleic 

acids that are released from dead or dying cells. In particular, DNA containing unmethylated 

CpG motifs, dsDNA and dsRNA are notable, as these features are identical to those detected 

within microbial nucleic acids. As such, TLR9 (CpG DNA), cGAS and AIM2 (dsDNA) and 

the RLRs (dsRNA) can detect self or microbial nucleic acids as DAMP or PAMP, and induce 

identical downstream effector responses. This finding is particularly notable when 

considering the central role of PRRs in self-non-self discrimination, as nucleic acids blur the 

line between the two. Consequently, nucleic acid sensing PRRs have been most commonly 

linked to autoimmune diseases (Gray et al., 2015; Pisitkun et al., 2006). This finding 

suggests that the problems associated with self-non-self discrimination by the innate 

immune system is not simply an academic curiosity, but one with clinical implications. 

Because of the similarity between nucleic acid DAMPs and their PAMP counterparts, it is 

possible that this class of DAMPs influences cell fate decisions by accident—meaning that 

the host did not evolve to recognize self-nucleic acids.

Perspectives

In this Review, we discussed several means by which host cell fate decisions are made 

during microbial encounters. Our major goal was to highlight the costs and benefits of any 

individual cell fate choice to the host. We now know of multiple examples of PRRs that 

recognize the same PAMP (or DAMP), and induce competing signaling pathways and 

responses. Understanding the high degree of dynamic regulation that likely underlies the 

activities of these seemingly competitive receptors represents a new challenge to the 

community.

Many of the studies that served as the foundation for this discussion have taken experimental 

approaches that focus on one ligand activating one pathway at a time. This approach has 

been hugely successful in defining the general principles of a pathway and how it may 
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operate. However, it is also important to consider the complex environments that develop 

during natural infections. Host damage and the amount and variety of PAMPs will change 

dependent on many variables including the virulence of a pathogen and the stage of 

replication. For PRRs that detect the same ligand, we do not know how the timing of 

activation of one receptor compares with another, and how downstream cellular responses 

influence signaling from either PRR. When multiple PAMPs are present at the same time, is 

the activation state additively heightened or does one signal dominate other the other? It is 

also possible that the process of pathogen replication within a mammalian host will induce 

some amount of stress, damage or metabolic load. Thus, additional attention to how stress 

response pathways are activated and contribute to overall PRR-dependent cell fate decisions 

is warranted. In considering the ideas and questions presented in this Review, it is worth 

noting that our focus has been on gaining a better understanding of interactions between 

individual microbes and individual host cells. This focus is critical, as the cell fate decisions 

that occur upon these initial encounters will influence many downstream physiological 

responses. In animal models of infection, and in a clinical setting, these initial cell fate 

decisions may therefore have profound consequences, and efforts to gain a better 

understanding of these events will likely continue to keep the field of host-microbe 

interactions fresh and exciting for years to come.
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Figure 1. One ligand drives opposing cell fate decisions by unknown mechanisms
PRRs can bind the same ligand but induce antagonistic cell fates. The left panel depicts the 

decision between activation of inflammatory cytokines by cGAS or pyroptotic death by 

AIM2. The middle panel illustrates activation of the cell by RLR or translation shutdown 

and possibly apoptosis by PKR. The rightmost panel demonstrates the decision between 

pyroptotic death after flagellin sensing by NAIP5 and NAIP6 or TLR-mediated activation of 

inflammatory cytokines. The context and mechanism for how each ligand drives one 

decision over another is not known.
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Figure 2. AIM2 limits cGAS-activation of phagocytes
cGAS-dependent IFN production increases with increasing concentration of transfected 

dsDNA (blue dashed line). Cell viability declines as AIM2-dependent death is activated with 

increasing concentration of dsDNA (red dashed curves). The area under the intersection of 

both curves (blue shaded area) defines the maximum amount of IFN produced in a cell with 

functional cGAS and AIM2 responses. Since AIM2 negatively regulates cGAS responses, 

more IFN is produced in the absence of AIM2 and is represented by the total area under the 

blue curve (blue shaded area + red shaded area). We hypothesize that the greatest 

competition for ligand between AIM2 and cGAS occurs at the intersection of these two 

curves, as at low concentrations of dsDNA, cell death is negligible and cGAS responses 

dominate and at the highest concentrations of dsDNA, AIM2-dependent death dominates 

and no IFN is made.
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