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Abstract: Thermal expansion is an important property of substances. Its theoretical prediction
has been challenging, particularly in cases the volume decreases with temperature, i.e., thermal
contraction or negative thermal expansion at high temperatures. In this paper, a new theory recently
developed by the authors has been reviewed and further examined in the framework of fundamental
thermodynamics and statistical mechanics. Its applications to cerium with colossal thermal expansion
and Fe3Pt with thermal contraction in certain temperature ranges are discussed. It is anticipated that
this theory is not limited to volume only and can be used to predict a wide range of properties at
finite temperatures.
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1. Introduction

It is well known that thermal expansion originates from the effect of anharmonic terms in the
potential energy on the mean separation of atoms at a temperature [1], as schematically shown in
Figure 1a in the vicinity of equilibrium separation distance. When the temperature is increased, the
kinetic energy of atoms increases, and the atoms vibrate and move, resulting in a greater average
separation of atoms and thus thermal expansion, i.e., the vibrational origin of thermal expansion.
It is therefore self-evident that for a substance with a constant separation of atoms at a temperature,
i.e., zero thermal expansion, its potential energy must be symmetric with respect to the separation
(see Figure 1b). Furthermore, if the separation of the substance at a temperature decreases with the
increase in temperature, i.e., thermal contraction or negative thermal expansion, its potential energy
must be again asymmetric as shown in Figure 1c, but in the opposite direction of thermal expansion.
The state with zero thermal expansion is thus the boundary between the thermal expansion and
thermal contraction. Thermal contraction is counterintuitive as the increase in kinetic energy with
temperature should push atoms apart rather then pull them together, but in reality many substances
experience thermal contraction in certain temperature and pressure ranges [2].

There are a number of excellent reviews on this topic in the literature [3–7]. Many theoretical
interpretations for thermal contraction have been developed for individual or groups of substances,
but there is a lack of fundamental understanding how the potential energy of a substance can change
its asymmetry into the opposite direction with increasing temperature from Figure 1a, to Figure 1b, to
Figure 1c, and then back to Figure 1a,b. Consequently, thermal contraction could not be predicted with
the existing theories and models, particularly at high temperatures. In our previous works [2,8–10],
we proposed that a single-phase substance at high temperatures may consist of many states, each
with its own potential energy similar to Figure 1a. All these states, except one and its degeneracies,
are metastable in terms of total energy. When the statistical probabilities of the metastable states
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increase with temperature, and their physical properties, such as volume, may have values larger
or smaller than those of the stable state, the behaviors of the substance can be significantly altered,
resulting in anomalies such as thermal contraction. Furthermore, our computational approach based
on first-principles calculations and statistical mechanics was able to predict the critical points of
cerium and Fe3Pt and the associated maximum anomalies of thermal expansion in cerium and thermal
contraction in Fe3Pt, i.e., positive and negative infinite at their critical points, respectively, in addition
to thermal expansion and contraction temperature ranges in their single-phase regions under various
pressures [10].
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Figure 1. Schematic potential energy of a substance with (a) thermal expansion; (b) zero thermal
expansion; (c) thermal contraction or negative thermal expansion.

In the present paper, the fundamentals of thermal expansion and thermal contraction are discussed
in terms of the asymmetry of potential energy. Our previously proposed theory is reviewed and further
analyzed based on these fundamentals, and thus becomes more general and comprehensive.

2. Thermodynamics of a Substance

For the sake of simplicity, let us consider a closed system at equilibrium with its combined law of
thermodynamics written as

dG = −SdT − Vd(−P) (1)

where G, S, and V are the Gibbs energy, entropy, and volume of the system, and T and P the temperature
and pressure, respectively. It is noted that S and T are conjugate variables, so are −P and V. The stability
of the system requires that the conjugate variables change in the same direction as follows [11,12]:(

∂T
∂S

)
V or P

> 0 (2)

(
∂(−P)

∂V

)
S or T

> 0 (3)
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When both derivatives become zero, the system reaches the critical point and becomes unstable,
resulting in the maximum anomalies of entropy and volume changes as shown below:(

∂S
∂T

)
V or P

=

(
∂V

∂(−P)

)
S or T

= +∞ (4)

A positive sign is put in front of infinity because the derivatives are positive before they approach
infinity as shown by Equations (2) and (3). For an unstable system, one or more of its vibrational
frequencies become imaginary, commonly referred as soft vibrational modes [13].

It is evident that the derivative of volume to temperature under constant pressure, i.e., isobaric
thermal expansion, at the critical point is also infinite, but there are no fundamental relations indicating
whether the derivative is positive or negative because volume and temperature are not conjugate
variables. What is known is the Maxwell relation derived from the second derivatives of Gibbs energy
from Equation (1) as follows [11,12]:(

∂V
∂T

)
P
=

∂2G
∂T∂(−P)

=
∂2G

∂(−P)∂T
=

(
∂S

∂(−P)

)
T

(5)

It can be seen from Equation (5) that the thermal expansion is related to entropy change with
respect to pressure. Even though entropy in a stable system increases with its conjugate variable,
temperature, as shown by Equation (2), its relation with its non-conjugate variable, pressure, is not
defined by any fundamental laws either, the same as the thermal expansion.

In Figure 1, the negative pressure, −P, is represented by the slope of the potential energy curve.
In Figure 1a, the higher entropy at higher temperature corresponds to positive values of (−P) with
larger separations of atoms, and S and (−P) thus vary in the same direction, resulting in positive values
for Equation (5), i.e., thermal expansion. While in Figure 1c, the higher entropy at higher temperature
corresponds to negative (−P) with smaller separations of atoms, and S and (−P) thus vary in the
opposite directions, resulting in negative values for Equation (5), i.e., thermal contraction. In the next
section, the transitions between potential energies shown in Figure 1 are discussed.

3. Potential Energy on Mean Separation of Atoms/Molecules

For any given states of a substance, their potential energies at 0 K can be calculated from
first-principles calculations based on the density functional theory (DFT) [14,15]. All exhibit shapes
similar to the one shown in Figure 1a with the ground state having the lowest minimum potential
energy for a classical oscillator [1], and other metastable states having higher minimum potential
energies and larger or smaller equilibrium atomic/molecular distances and volumes. It is evident that
the potential energy curve at the vicinities of the minimum potential energy in Figure 1b,c may be
mathematically represented by the weighted average of potential energies of the ground state and
those metastable states as schematically shown in Figure 2. The combined potential energy, Ec, can be
written as follows:

Ec = Eg + ∑ pi
(
Ei − Eg

)
(6)

where Ec and Eg are the potential energies of the combined and ground/stable states, respectively, and
pi and Ei the weight and potential energy of metastable state i.

In Figure 2a, the equilibrium separation distance of the metastable state is smaller than that
of the ground state, and their potential energy curves cross each other at rig. The combination of
the metastable state with the ground state thus increases the energy of the ground state at the
separation distances larger than rig, and decreases the energy at the separation distances smaller
than rig. The equilibrium separation distance of the combined state is thus smaller than that of the
ground state though with a higher potential energy. In case the potential energy curves of two states
do not cross each other, the addition of the metastable state increases the energy of the ground state
more at the larger separation distance than at the smaller separation distance, and still decreases the
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equilibrium separation distance of the combined state. On the other hand, Figure 2b shows the case
that the equilibrium separation distance of the metastable state is larger than that of the ground state.
The combined state thus has a larger equilibrium separation distance than the ground state.
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configurations/states of a substance to show (a) thermal contraction or negative thermal expansion;
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Mathematically, it is then possible to find a set of metastable states so that the combined potential
energy represented by Equation 6 becomes quadratic (Figure 1b) first and then tilts to smaller separation
distance (Figure 1c) at the vicinity of its new equilibrium separation distance. The potential energy
thus becomes symmetric with zero thermal expansion or exhibits anomaly with thermal contraction.
In the next section, energetics of ground and metastable states and their weights at finite temperatures
will be discussed and evaluated in terms of DFT-based first-principles calculations and statistical
mechanics. Instead of the separation distance used in this section for the sake of simplicity, the volume
is used in the rest of the paper.

It should be mentioned that Barrera et al. [4] discussed the concept of “apparent” and “true”
separation distances for the distance between the mean positions of two atoms and the mean distance
between two atoms, respectively. The “apparent” separation distance is obtained from X-ray or neutron
diffraction measurements with low temporal resolution, and the “true” separation distances from
extended X-ray absorption fine structure (XAFS) with high temporal resolution. One may attempt to
connect the “apparent” and “true” separation distances with the separation distances of the combined
state and the individual states in the present work, respectively. This was demonstrated in our recent
ab initio molecular dynamic simulations of PbTiO3 in comparison with the experimental X-ray and
XAFS data in the literature showing the apparent cubic structure by X-ray and neutron diffraction
measurements and the significant amount of “true” local tetragonal structures by XAFS [16].

4. Statistical Mechanics of Ground and Metastable States and Their Interactions

At a given temperature and pressure (zero external pressure used herein for simplicity), the
equilibrium volume of a state i, Vi, of a substance is determined when its Helmholtz energy, defined
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as Fi = Ei − TSi, is minimized, where the entropy of the state, Si, is typically obtained from
quasi-harmonic first-principles phonon calculations or Debye models including both vibrational
and thermal electronic contributions [17–20]. It should be noted that the phonon calculations are
usually based on the potential energy at 0 K. In the cases where the vibrational energy of the
ground state reaches the potential energy of metastable states, the calculated vibrational energy
of the substance contains thus vibrational contributions from both the ground state and the metastable
state at temperatures close to 0 K, representing the quantum origin of the vibrational energy for thermal
expansion. With the metastable state having smaller volumes than the ground state, as schematically
shown in Figure 3, the substance can show thermal contraction as demonstrated for ice and Si close to
0 K in our previous publication [10] and in the literature [21], representing the quantum origin of the
vibrational energy for thermal contraction. The rest of the paper addresses cases when the vibrational
energy of the ground state is smaller than the energy difference between the ground state and the
metastable states, i.e., typical phonon calculations do not show property anomalies.
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In the canonical ensemble with N, V, and T as thermodynamic natural variables, the canonical
partition function of a state is written as

Zi = e−
Fi

kBT = ∑ e
k
− Eik

kBT (7)

where Eik are the energy eigenvalues of microstate k in the state i, including the contributions from
phonons and thermal electrons [12]. For a system with multiple states schematically shown in Figure 2,
the canonical partition function of the system is as follows [8,9,22]:

Zc = e−
Fc

kBT = ∑ e
j
−

Ecj
kBT (8)

where Fc is the Helmholtz energy of the system with multiple states, and Ecj the energy eigenvalues of
microstate j in the combined state, c, including contributions from phonons and thermal electrons [9,12].
The contribution of each state to the combined state, i.e., the weights in Equation 6, can be defined by
the partition functions as follows:

pi =
Zi
Zc

. (9)

Combining Equations (8) and (9) and rearranging them, one obtains [8–10,22]

Fc = −kBTlnZc = −kBT
(

∑
Zi
Zc

lnZi − ∑
Zi
Zc

ln
Zi
Zc

)
= ∑ piFi − TSSCE (10)
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with SSCE = −kB ∑ pilnpi defined as the state configurational entropy [10]. The total entropy of the
system of the combined state can then be written as

Sc = ∑ piSi + SSCE. (11)

It is important to realize that the entropy of the system with the combined potential energy is not
a simple weighted summation of entropies of individual stable and metastable states, but contains
an addition contribution representing statistical competition among the stable and metastable states.
This contribution to the total entropy helps to bring those metastable states not accessible in terms
of typical phonon calculations at 0 K into the statistical existence at high temperatures, which in
turn introduce property anomalies that the ground and metastable states do not possess individually.
Another important observation from Equation (10) is that Fc can either be calculated from the combined
state using Equation 8 or from the individual states using Equation (7) and the last part of Equation (10),
and they are connected by Equation (9).

Let us further discuss the situation presented in Figure 2a, where the potential energies of the
ground and metastable states cross each other at a volume smaller than that of the ground state and
their energy difference is larger than phonon energy of the ground state, i.e., pi ≈ 0 for the metastable
state at low temperatures. The two states are thus in equilibrium with each other at 0 K at the pressure
equal to the negative of the common tangent of the two potential energy curves. For the metastable
state to become part of the combined state, its weight, pi as defined by Equation (9), must increase
with temperature, i.e., the entropy of the metastable state must be higher than that of the ground state.
This equilibrium line between the state g and the state i, which is now also a two-phase equilibrium
line in the temperature–pressure space, thus has a negative slope based on the Clausius–Clapeyron
relation as discussed in our previous work [2,10]:

dP
dT

=
∆S
∆V

< 0 (12)

This is the necessary condition for the ground state phase to exhibit thermal contraction in the
single-phase region of the ground state, g, but this is not a sufficient condition. There can be at least two
scenarios in which the thermal contraction may not be observed. The first one is where the volumes
increase due to the thermal expansions of individual stable and metastable states is more significant
than the volume difference between the states, resulting in the net volume increase with temperature
instead of decrease though in a smaller scale than the single state g. The second one is the existence of
additional metastable states with larger equilibrium volumes than that of the ground state, as shown
in Figure 2b, and comparable values of pi, resulting in again the net volume increase with temperature.

As mentioned above, a metastable state may never be in equilibrium with the ground state at any
pressures if their potential energy curves do not cross each other. Since this condition is not required in
the present theory, the metastable state may still introduce anomalies in the combined state if their
contribution becomes significant enough.

5. Discussions

The theory presented in the paper indicates that the thermal contraction at temperatures close to
0 K can be directly predicted from phonon calculations of the ground state, which was demonstrated
for ice and silicon [10]. For thermal expansion anomalies at high temperatures, both the infinite thermal
expansion and infinite thermal contraction were predicted for cerium [8,22] and Fe3Pt [10] at their
respective critical points, and the anomalies in the single-phase region away from critical points using
the theory described in the present paper.

It is evident from Equation 6 that the combined potential energy can have contributions from more
than one metastable states. That was the qualitative application of our theory to the ZrW2O8 system [2].
The temperature–pressure phase diagram was proposed by Arora et al. [23] with the α- ZrW2O8 phase
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stable at low pressures and low temperatures, the β-ZrW2O8 phase stable at low pressures and high
temperatures, the γ-ZrW2O8 phase stable at high pressures and low temperatures, plus an amorphous
phase at higher pressures, and the amorphous phase at high pressures/low temperatures and low
pressures/high temperatures, respectively. The two-phase equilibrium line between γ/amorphous is
negative as the amorphous phase has higher entropy and smaller volume than the γ phase, resulting
in thermal contraction in the γ single phase [24] in accordance with our theory. However, the α/γ and
β/γ two-phase lines are both slightly positive. If there were only these phases, both α and β phases
would have shown thermal expansion. However, due to the existence of the amorphous phase, the
metastable α/amorphous and β/amorphous two-phase lines should also be negative, which is also
shown by the negative slope of the stable β/amorphous two-phase line at high temperatures, resulting
in thermal contraction in both single α and single β phase regions [25].

The recent review by Dove and Fang [7] mentioned that our theory does not apply to the thermal
contraction observed in cubic ScF3 because the two-phase equilibrium line between its cubic and
rhombohedral structures at high pressures is positive in the ranges of pressure and temperature up
to 0.6 GPa and 300 K, respectively [26]. However, what Dove and Fang might not be aware is that
ScF3 transforms to an amorphous phase at 3.8 GPa shear deformation [27]. Even though this pressure
is higher than the 1.5 GPa pressure for the formation of amorphous ZrW2 O8, it is highly possible
that this amorphous ScF3 phase contributes to the thermal contraction behavior of cubic ScF3 due to
the smaller volume and higher entropy of the amorphous phase, in accordance with our theory and
similar to the α- and β-ZrW2O8 phases. Furthermore, our theory indicates that the rhombohedral ScF3

should also show the thermal contraction behavior in a wide range of temperature and pressure due
to its lower entropy and larger volume than those of amorphous ScF3, which has not been reported in
the literature.

One challenge in the application of our theory is to sample all important states with their potential
energy curves close to that of the ground state as shown in the figures and implied by Equations (6)
and (9). In the calculations of cerium, two states, i.e., non-magnetic ground state and ferromagnetic
metastable state, were first tested, and a mean-field magnetic contribution was added separately
to the magnetic state as commonly done in the literature [8,10]. The temperature–pressure phase
diagram of fcc cerium with a critical point and a miscibility gap was then predicted, showing excellent
agreement with all experimental data for the first time along with predictions of temperature ranges
of colossal thermal expansion for various pressures in the single-phase region. To further improve
the model, one additional anti-ferromagnetic state was introduced [22], and it was found that the
mean-field magnetic contribution term was not needed, with similar agreement between predictions
and experiments. The predicted temperature–pressure phase diagram is shown in Figure 4a. This is
most likely because the magnetic disordering is effectively included when the anti-ferromagnetic state
is added into the ensemble, and this state contains the interactions of opposite magnetic spins, i.e., the
effects of magnetic domain wall.

For Fe3Pt, a supercell with 9 Fe atoms was used, giving 29 = 512 states of different magnetic spin
configurations [9,10], among which 37 are non-equivalent ones due to symmetry. The first-principles
calculations showed that the ferromagnetic state is the most stable one at all temperatures considered,
up to 900 K, but the Helmholtz energy differences between the stable and metastable states decrease
with increasing temperature [2], which increases pi of the metastable states with their sum over 90%
at 900 K, a fully paramagnetic state. The temperature–pressure phase diagram of Fe3Pt was then
predicted with a critical point and a miscibility gap as shown in Figure 4b. Again, energetics of domain
walls are effectively considered in the 37 independent spin flipping states with two of them with lowest
energies amounting to more than 80% of the all metastable states.



Materials 2017, 10, 410 8 of 11

Materials 2017, 10, 410  7 of 10 

 

phases, both α and β phases would have shown thermal expansion. However, due to the existence of 
the amorphous phase, the metastable α/amorphous and β/amorphous two-phase lines should also 
be negative, which is also shown by the negative slope of the stable β/amorphous two-phase line at 
high temperatures, resulting in thermal contraction in both single α and single β phase regions [25].  

The recent review by Dove and Fang [7] mentioned that our theory does not apply to the 
thermal contraction observed in cubic ScF3 because the two-phase equilibrium line between its cubic 
and rhombohedral structures at high pressures is positive in the ranges of pressure and temperature 
up to 0.6 GPa and 300 K, respectively [26]. However, what Dove and Fang might not be aware is that 
ScF3 transforms to an amorphous phase at 3.8 GPa shear deformation [27]. Even though this pressure 
is higher than the 1.5 GPa pressure for the formation of amorphous ZrW2 O8, it is highly possible that 
this amorphous ScF3 phase contributes to the thermal contraction behavior of cubic ScF3 due to the 
smaller volume and higher entropy of the amorphous phase, in accordance with our theory and 
similar to the α- and β-ZrW2O8 phases. Furthermore, our theory indicates that the rhombohedral 
ScF3 should also show the thermal contraction behavior in a wide range of temperature and pressure 
due to its lower entropy and larger volume than those of amorphous ScF3, which has not been 
reported in the literature.  

One challenge in the application of our theory is to sample all important states with their 
potential energy curves close to that of the ground state as shown in the figures and implied by 
Equations (6) and (9). In the calculations of cerium, two states, i.e., non-magnetic ground state and 
ferromagnetic metastable state, were first tested, and a mean-field magnetic contribution was added 
separately to the magnetic state as commonly done in the literature [8,10]. The temperature–pressure 
phase diagram of fcc cerium with a critical point and a miscibility gap was then predicted, showing 
excellent agreement with all experimental data for the first time along with predictions of 
temperature ranges of colossal thermal expansion for various pressures in the single-phase region. 
To further improve the model, one additional anti-ferromagnetic state was introduced [22], and it 
was found that the mean-field magnetic contribution term was not needed, with similar agreement 
between predictions and experiments. The predicted temperature–pressure phase diagram is shown 
in Figure 4a. This is most likely because the magnetic disordering is effectively included when the 
anti-ferromagnetic state is added into the ensemble, and this state contains the interactions of 
opposite magnetic spins, i.e., the effects of magnetic domain wall. 

Figure 4. Predicted temperature–pressure phase diagrams: (a) cerium adapted from [22], with permission 
from © 2009 IOP Publishing, and (b) Fe3Pt adapted from [9], with permission from © 2010  
Taylor & Francis. 

For Fe3Pt, a supercell with 9 Fe atoms was used, giving 29 = 512 states of different magnetic spin 
configurations [9,10], among which 37 are non-equivalent ones due to symmetry. The first-principles 
calculations showed that the ferromagnetic state is the most stable one at all temperatures 
considered, up to 900 K, but the Helmholtz energy differences between the stable and metastable 
states decrease with increasing temperature [2], which increases  of the metastable states with 

Figure 4. Predicted temperature–pressure phase diagrams: (a) cerium adapted from [22], with
permission from © 2009 IOP Publishing, and (b) Fe3Pt adapted from [9], with permission from © 2010
Taylor & Francis.

As is expected, the slope of the two-phase equilibrium line in Fe3Pt below the critical point is
negative [9,10] in contrast to the positive slope in cerium [22]. To better visualize the thermal expansion
behaviors, the pressure is replaced by its conjugate variables volume to obtain the temperature–volume
phase diagrams as shown in Figure 5 for cerium and Fe3Pt, respectively, with the volume normalized
to its equilibrium volume at atmospheric pressure and room temperature. Below the critical point
marked by the green open circles, the single phase is no longer stable and decomposes into a two-phase
mixture in the area of miscibility gap. The isobaric volumes of cerium and Fe3Pt are plotted for various
pressures, respectively. The predicted thermal expansion/contraction regions are illustrated by the
pink open diamonds. It can be seen that the thermal expansion/contraction anomaly exists in regions
far away from the critical points.
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Figure 5. Predicted temperature–volume phase diagrams adapted from [10], with permission from
© 2014 Nature Publishing Group, (a) cerium and (b) Fe3Pt.

The isobaric curve in Figure 5a under 2.25 GPa shows that the volume increases with temperature
normally at low temperatures, and the increasing rate becomes much higher at higher temperatures
and reaches the maximum at the critical point before reducing back to normal. With increasing pressure,
the isobaric curve moves away from the critical point, and the maximum thermal expansion decreases.
In the case of Fe3Pt, the volume also increases normally with temperature at low temperatures, but
the increasing rate decreases at higher temperatures and becomes zero at a certain temperature and
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negative above that temperature, reaching the most negative value at the critical point under 7 GPa
and then becoming less negative, zero, and normal positive at higher temperatures. At lower pressures,
the phenomenon persists though with lower maximum negative thermal expansion. This sequence is
in excellent agreement with our theory presented in Figures 1–3.

The theory presented in this paper has been used for a number of systems including Ni [28],
Fe [29], BaFe2As2 [30], EuTiO3 [31], and Cu2ZnSn(S,Se)4 [32], and it has also been developed to treat
the unstable vibrational mode of transition states in solid-state diffusion [33]. For a more general
search of stable and metastable states of a given structure, the ATAT [34] and USPEX [35] packages
are being tested in our research activities. The databases of Helmholtz energy functions of important
stable and metastable states of substances as a function of temperature, pressure/strain, composition,
and electric/magnetic fields may thus serve as materials genome databanks and be used to discover
and design new materials [36]. Furthermore, in the first-principles calculations, the supercell structures
and sizes need to be tested to show convergence of the results.

6. Conclusions

The fundamental thermodynamics of thermal expansion and contraction is revisited in this paper.
It is shown that a complex potential energy of a system can be constructed by the weighted summation
of potentials of ground and metastable states. It is demonstrated that statistical mechanics, with the
weights of individual states defined by the ratio of the partition functions of individual states to the
combined state, can quantitatively predict the critical point and miscibility gap in cerium and Fe3Pt
and their respective colossal thermal expansion and thermal contraction and qualitatively explain the
observations of thermal contraction in ZrW2O8, ScF3, and other substances. It is anticipated that the
theory presented in the paper can be used to predict a wide range of properties at finite temperatures.
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27. Blank, V.; Ėstrin, Ė.I. Phase Transitions in Solids under High Pressure; CRC Press: Boca Raton, FL, USA, 2014.
28. Shang, S.L.; Saal, J.E.; Mei, Z.G.; Wang, Y.; Liu, Z.K. Magnetic Thermodynamics of fcc Ni from First-Principles

Partition Function Approach. J. Appl. Phys. 2010, 108, 123514. [CrossRef]
29. Shang, S.L.; Wang, Y.; Liu, Z.K. Thermodynamic Fluctuations between Magnetic States from First-Principles

Phonon Calculations: The case of bcc Fe. Phys. Rev. B 2010, 82, 014425. [CrossRef]
30. Wang, Y.; Shang, S.L.; Chen, L.Q.; Liu, Z.K. Magnetic Excitation and Thermodynamics of BaFe2As2. Int. J.

Quantum Chem. 2011, 111, 3565–3570. [CrossRef]
31. Wang, Y.; Shang, S.L.; Chen, L.Q.; Liu, Z.K. Density Functional Theory-Based Database Development and

CALPHAD Automation. JOM 2013, 65, 1533–1539. [CrossRef]
32. Shang, S.L.; Wang, Y.; Lindwall, G.; Kelly, N.R.; Anderson, T.J.; Liu, Z.K. Cation Disorder Regulation by

Microstate Configurational Entropy in Photovoltaic Absorber Materials Cu2ZnSn(S,Se)(4). J. Phys. Chem. C
2014, 118, 24884–24889. [CrossRef]

33. Mantina, M.; Wang, Y.; Arroyave, R.; Shang, S.L.; Chen, L.Q.; Liu, Z.K. A first-principles approach to
transition states of diffusion. J. Phys. Condens. Matter 2012, 24, 305402. [CrossRef] [PubMed]

34. Van de Walle, A. Multicomponent multisublattice alloys, nonconfigurational entropy and other additions to
the Alloy Theoretic Automated Toolkit. CALPHAD 2009, 33, 266–278. [CrossRef]

35. USPEX. Available online: http://uspex-team.org/ (accessed on 7 February 2017).

http://dx.doi.org/10.1080/09500839.2010.508446
http://dx.doi.org/10.1038/srep07043
http://www.ncbi.nlm.nih.gov/pubmed/25391631
http://dx.doi.org/10.1016/j.pmatsci.2009.05.002
http://dx.doi.org/10.1103/PhysRev.140.A1133
http://dx.doi.org/10.1103/PhysRevB.91.024104
http://dx.doi.org/10.1103/PhysRevLett.80.4911
http://dx.doi.org/10.1016/j.actamat.2004.02.014
http://dx.doi.org/10.1016/j.commatsci.2009.12.006
http://dx.doi.org/10.1016/j.commatsci.2014.10.056
http://dx.doi.org/10.1103/PhysRevB.94.174305
http://dx.doi.org/10.1088/0953-8984/21/32/326003
http://dx.doi.org/10.1088/0953-8984/16/7/002
http://dx.doi.org/10.1126/science.280.5365.886
http://www.ncbi.nlm.nih.gov/pubmed/9572729
http://dx.doi.org/10.1126/science.272.5258.90
http://dx.doi.org/10.1021/ja106711v
http://www.ncbi.nlm.nih.gov/pubmed/20958035
http://dx.doi.org/10.1063/1.3524480
http://dx.doi.org/10.1103/PhysRevB.82.014425
http://dx.doi.org/10.1002/qua.22865
http://dx.doi.org/10.1007/s11837-013-0751-8
http://dx.doi.org/10.1021/jp508840s
http://dx.doi.org/10.1088/0953-8984/24/30/305402
http://www.ncbi.nlm.nih.gov/pubmed/22771719
http://dx.doi.org/10.1016/j.calphad.2008.12.005
http://uspex-team.org/


Materials 2017, 10, 410 11 of 11

36. Liu, Z.K. Perspective on Materials Genome. Chin. Sci. Bull. 2014, 59, 1619–1623. [CrossRef]
37. Liu, Z.K.; McDowell, D.L. The Penn State-Georgia Tech CCMD: Ushering in the ICME Era. Integr. Mater.

Manuf. Innov. 2014, 3, 28. [CrossRef]

© 2017 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1007/s11434-013-0072-x
http://dx.doi.org/10.1186/s40192-014-0028-2
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Thermodynamics of a Substance 
	Potential Energy on Mean Separation of Atoms/Molecules 
	Statistical Mechanics of Ground and Metastable States and Their Interactions 
	Discussions 
	Conclusions 

