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Abstract A bistable image induces one of two perceptual

alternatives. When the bistable visual image is continu-

ously viewed, the percept of the image alternates from one

possible percept to the other. Perceptual alternation was

previously reported to be induced by an exogenous per-

turbation in the bistable image, and this perturbation was

theoretically interpreted to cause neural noise, prompting a

transition between two stable perceptual states. However,

little is known experimentally about the visual processing

of exogenously driven perceptual alternation. Based on the

findings of a previous behavioral study (Urakawa et al. in

Perception 45:474–482, 2016), the present study hypothe-

sized that the automatic visual change detection process,

which is relevant to the detection of a visual change in a

sequence of visual events, has an enhancing effect on the

induction of perceptual alternation, similar to neural noise.

In order to clarify this issue, we developed a novel

experimental paradigm in which visual mismatch nega-

tivity (vMMN), an electroencephalographic brain response

that reflects visual change detection, was evoked while

participants continuously viewed the bistable image. In

terms of inter-individual differences in neural and behav-

ioral data, we found that enhancements in the peak

amplitude of vMMN1, early vMMN at a latency of

approximately 150 ms, correlated with increases in the

proportion of perceptual alternation across participants.

Our results indicate the involvement of automatic visual

change detection in the induction of perceptual alternation,

similar to neural noise, thereby providing a deeper insight

into the neural mechanisms underlying exogenously driven

perceptual alternation in the bistable image.

Keywords Bistable � Perceptual alternation � Visual
mismatch negativity � vMMN � EEG

Introduction

When an ambiguous visual image consistent with multiple

conflicting percepts appears, its temporally stable percept is

generated among all possible percepts for a short period.

When a bistable visual stimulus, such as a bistable image or

binocular rivalry stimulus, each of which induces one of two

mutually exclusive percepts, is continuously viewed, the

percept of the bistable stimulus intermittently alternates

between two exclusive percepts (from percept A to con-

flicting percept B). Previous studies examined the neural

mechanisms underlying perceptual alternation using func-

tional magnetic resonance imaging (fMRI) (e.g., Lumer et al.

1998; Kleinschmidt et al. 1998; Leopold and Logothetis

1999; Tong et al. 2006; Sterzer and Kleinschmidt 2007;

Sterzer et al. 2009). Perceptual alternation was found to

involve visual areas and fronto-parietal cortical areas. The

fronto-parietal areas were suggested to affect visual activities

relevant to mutually exclusive percepts via top-down pro-

cesses, which reorganized visual activities during perceptual

alternation (e.g., Leopold and Logothetis 1999; Sterzer et al.

2009). In recent studies (Kanai et al. 2010; Megumi et al.

2015), the anatomical structure of the parietal cortex and its

activity were reported to predict inter-individual differences

in the behavioral characteristics of perceptual alternation.

Previous studies have mainly investigated the neural

mechanisms responsible for endogenous perceptual
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alternation. However, perceptual alternation is also induced

by exogenous perturbation (e.g., a flash presented on the

bistable image) (Kanai et al. 2005). In the visual processing

of the bistable image, exogenous perturbation has been

conceptualized as a generator of neural noise (e.g., Mor-

eno-Bote et al. 2007). Neural noise has been ascribed to

random fluctuations of neural activity and was emphasized

to play an indispensable role in destabilizing the perceptual

state of the bistable image and in initiating perceptual

alternation (e.g., Brascamp et al. 2006; Kim et al. 2006;

Moreno-Bote et al. 2007; Shpiro et al. 2009). However,

limited information is available on the visual processes

involved in exogenously driven perceptual alternation at

the macroscopic level. Sudden increases in luminance (e.g.,

the flash onset) or in its contrast, typical external pertur-

bations that generate neural noise, are a common stimulus

property across various presentation schemes of visual

images. Thus, these external perturbations are expected to

pervasively activate cortical areas including those not

necessarily crucial to externally driven perceptual alterna-

tion. In order to experimentally investigate neural activity

relevant to externally driven perceptual alternation, a

stimulation method that effectively taps confined and

definable visual processing needs to be employed.

Electroencephalographic (EEG) studies have examined

visual change detection processes using an oddball paradigm

or its modified version (e.g., Alho et al. 1992; Czigler et al.

2002; Pazo-Alvarez et al. 2004; Maekawa et al. 2005;

Astikainen et al. 2008; Kimura et al. 2009). In these studies,

brain responses to an infrequently presented visual stimulus

(deviant), embedded in a repetitively presented stimulus (or

sequentially ruled successive stimuli) (standard), were

shown to be larger in amplitude at a latency of approxi-

mately 130–250 ms than those to the standard. The aug-

mented response to the deviant has been interpreted to

reflect the detection of a change (i.e., a deviant) in the

sequence of visual events and has been called visual mis-

match negativity (vMMN). vMMN appeared even when

participants did not pay attention to the deviant, and the

response enhancement was interpreted to reflect automatic

visual change detection. Magnetoencephalographic (MEG)

and electroencephalographic (EEG) studies (Urakawa et al.

2010; Kimura et al. 2010) indicated that the enhanced brain

response to the deviant over that to the standard mainly

originated in the middle occipital or occipital area, indicat-

ing that these areas are relevant to the generation of vMMN.

The relationship between automatic visual change

detection and behavior, in addition to perception, has been

qualitatively unclear (Stefanics et al. 2014). Nevertheless,

automatic visual change detection underlying the genera-

tion of vMMN appears to be involved in shaping a percept

of the bistable image, similar to neural noise. A recent

psychological study employed presentations of deviant and

standard stimuli around the bistable image (Urakawa et al.

2016) in order to examine the effects of the deviant on a

percept of the bistable image. The findings obtained

showed that an adaptation-induced bias for an initial per-

cept of the bistable image, called the reverse-bias effect

(e.g., Long and Toppino 2004; Long and Moran 2007),

decreased in strength when the bistable image was simul-

taneously presented with the deviant, which symmetrically

appeared around the bistable image and was synchronized

with the onset of the bistable image. In this stimulation

paradigm, the deviant surrounding the bistable image was

expected to invoke vMMN. Based on the predictive coding

framework (Mumford 1992; Rao and Ballard 1999; Friston

2005), an increasing number of studies recently proposed

or noted that the generation of vMMN corresponded to the

emergence of a prediction error, and the prediction error

automatically emerges when the incoming sensory input is

inconsistent with the preceding sequential rule of visual

events (e.g., Winkler and Czigler 2012; Kimura 2012;

Stefanics et al. 2014; O’Shea 2015; Stefanics et al. 2016).

The amplitude of vMMN is expected to mirror the mag-

nitude of the prediction error that is minimized by subse-

quent iterative and exploratory neural processes through

cortical areas until the most likely causes of sensory inputs

are identified. Based on this framework, the prediction

error caused by the deviant adjacent to the bistable image

was proposed to contribute to invoking the subsequent

exploratory visual process that shapes the initial percept of

the bistable image, resulting in a decrease in the strength of

the reverse-bias effect (Urakawa et al. 2016).

By focusing on the effects of the automatic visual change

detection process on the subsequent perceptual alternation of

a continuously presented bistable image, it is possible to

clarify one facet of neural processing underlying exoge-

nously driven perceptual alternation. When the deviant and

standard were added around the continuously presented

bistable image, the deviant was expected to produce vMMN,

an emergence of the prediction error. As proposed in the

aforementioned psychological study regarding the biased

initial percept of the bistable image (Urakawa et al. 2016),

this emergence of the prediction error may operate on per-

ceptual alternation in a manner by which the prediction error

contributes to inducing the exploratory visual process in

order to shape the upcoming percept of the bistable image,

thereby prompting the induction of its perceptual alternation.

Therefore, the present EEG study hypothesized that the

amplitude of vMMN mirroring the emergence of the pre-

diction error may reflect an exploratory process that shapes

the percept of the bistable image and also that the automatic

visual change detection process, which is considered to be

responsible for the generation of vMMN, may be involved

not only in detecting a visual change, but also in exoge-

nously triggering perceptual alternation.
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In order to clarify whether the automatic visual change

detection process has an enhancing effect on subsequent

perceptual alternation, we developed a novel stimulation

paradigm in which a deviant interspersed among the stan-

dards was presented around the bistable image while par-

ticipants continuously viewed the image, which was based

on a previous study (Urakawa et al. 2016). Under this

paradigm, we simultaneously recorded vMMN and the

behavioral response (perceptual alternation in the

bistable image), and then attempted to establish whether

vMMN is relevant to the subsequent facilitation of percep-

tual alternation. As reported previously (Vogel and Awh

2008; Kanai and Rees 2011), evaluating the relationship

between neural and behavioral data in terms of inter-indi-

vidual differences is one of the powerful analytical

approaches used to deduce the neural mechanisms under-

lying behavioral data. According to this concept, previous

studies on perceptual alternation revealed inter-individual

variability in behavioral data and the brain’s anatomical

structure or neural activity (Kanai et al. 2010; Kanai and

Rees 2011; Megumi et al. 2015). In order to test our

hypothesis, we focused on inter-individual variability and

attempted to clarify whether an enhancement in the vMMN

amplitude (the magnitude of the prediction error) is relevant

to increases in perceptual alternation among participants.

Methods

Participants

Ten healthy volunteers (Ten males, age 22–32 years,

mean ± SD, 23.6 ± 3.13 years), all of whom were right-

handed and had normal visual acuity, participated in this

study. Informed consent was obtained from all participants.

Stimulus and tasks

Visual images were presented on a cathode ray tube (CRT)

display (DELL P1137) using the MATLAB Psychophysics

Toolbox (Brainard 1997; Pelli 1997). Figure 1 shows the

experimental procedure for one trial of each of the two

experimental conditions: DEV and STD conditions. Based

on a previous study (Urakawa et al. 2016), we used eight

symmetrically-located bars with a fixation point (this

stimulus image is hereafter referred to as the bar image).

The orientations of the bars in one bar image were identical

and either horizontal or vertical. The size and luminance of

a bar were 1.9� 9 0.1� and 27.6 cd/m2, respectively. The

central positions of the bars were located 2.26� above and

below, 3.03� diagonally, and 2.23� horizontally from the

position of the fixation point. The luminance of the back-

ground was 0.44 cd/m2. In every condition, each trial was

divided into 2 consecutive parts: first and second phases. In

the first phase, a blank image containing a fixation point

only appeared for 250 ms and the bar image was then

repetitively presented 20 times, keeping the orientations of

the bars constant. The duration and inter-stimulus interval

(ISI) of the bar image were 250 and 250 ms, respectively

(the first phase lasted 10 s from the initial blank image).

The fixation point was continuously presented from the

initial blank image, but was randomly changed to a cross in

10% of all image frames including blank frames. The time

interval between two consecutive fixation changes was set

at more than 1 s. During the first phase, participants were

asked to continuously look at the fixation point. When a

Fig. 1 Time course of stimulus presentation in one trial. Each trial

consisted of two stimulation phases: the first and second phases. The

first phase preceded the second phase, and the bar image was

intermittently presented throughout these phases, keeping the orien-

tations of the bars constant. In the first phase, the fixation point was

immediately changed to a cross at a probability of 10%, and the

participants were asked to respond to the change. In the second phase,

the Necker cube was continuously presented at the center of the

screen. Participants were asked to view the Necker cube and report its

initial percept in facing-orientation. Following the second phase, the

target image was presented and the fixation point changed to a green

square (a cue). The orientations of the bars in the target image

changed by 90� in the DEV condition and did not change in the STD

condition (the change in the orientations of the bars for the DEV

condition was the deviant stimulus, and the non-changed orientations

for the STD condition was the standard stimulus). In both conditions,

participants were asked to report the facing orientation of the Necker

cube after the cue

Cogn Neurodyn (2017) 11:307–318 309

123



change occurred in the fixation point, participants were

required to respond to the change as quickly as possible by

pressing the middle arrow key of the keyboard in front of

them. This task was set to prevent participants from paying

attention to the bars, as in previous EEG studies (e.g.,

Czigler et al. 2002; Pazo-Alvarez et al. 2004; Maekawa

et al. 2005; Astikainen et al. 2008; Kimura et al. 2009). At

the end of the first phase, a blank image with a fixation

point appeared for 250 ms, and the second phase was then

started by the presentation of the bar image in which the

Necker cube was centrally located. The presentation of the

bar image and that of the Necker cube were independently

manipulated from the beginning of the second phase.

During the second phase, the Necker cube was continu-

ously presented at the center of the display for 4.5 s while

the bar image continued to be presented intermittently as in

the first phase (for this period of 4.5 s, the bar image was

intermittently presented 9 times and the last frame image in

this period was a frame of the blank image). The orienta-

tion of the bars was kept constant during the 4.5-s time

period. The size and mean luminance of the Necker cube

were 1.7� (height) 9 1.6� (width) and 3.17 cd/m2,

respectively. When the Necker cube appeared, participants

were asked to report the current percept of the Necker cube

by pressing a key on the keyboard. They were required to

press the left arrow key when they perceived the Necker

cube as being upper-left facing and the right arrow key

when they perceived it as being lower-right facing. Once

participants reported the facing orientation of the Necker

cube, they were also instructed to pay attention to the initial

percept of the Necker cube. This task was expected to

reduce spontaneous and frequent perceptual alternation

(Pelton and Solley 1968; Kanai et al. 2005). Following the

4.5-s exposure of the Necker cube, a bar image with the

Necker cube immediately appeared (this image was here-

after referred to as a target image). The target image was

presented for 500 ms, and the fixation point of this image

then changed to a green square (a cue). When the cue

appeared, participants were asked to report the current

facing orientation of the Necker cube by pressing the left or

right arrow key as described above. The target image with

the cue was continuously presented for up to 2.5 s, this

image immediately disappeared after participants respon-

ded, and the next first phase then started.

The present study employed a stimulation paradigm

based on an oddball paradigm in which a standard stimulus

was repetitively presented and a deviant was rarely pre-

sented (e.g., Alho et al. 1992; Czigler et al. 2002; Pazo-

Alvarez et al. 2004; Maekawa et al. 2005; Astikainen et al.

2008; Kimura et al. 2009). The deviant breaks the

sequential regularity of the visual events formed by the

repetitively presented standard stimulus. As in previous

studies (Astikainen et al. 2008; Kimura and Takeda 2013;

Urakawa et al. 2016), our stimulation method manipulated

the orientations of the bars in order to break sequential

regularity. A deviant was set for the DEV condition, but

not for the STD condition. Based on a psychological study

(Urakawa et al. 2016), we modified the oddball paradigm

such that there was one deviant in one trial for the DEV

condition, but not for the STD condition. In the DEV

condition, the orientations of the bars in the target image

changed by 90� relative to those of the preceding bars. This
deviation in the orientations of the bars was the deviant (the

target image with the deviant is hereafter referred to as the

DEV target). In the STD condition, the orientations of the

bars in the target image were identical to those of the

preceding one, and, thus, there was no deviant (the target

image without the deviant is hereafter referred to as the

STD target). Each condition contained 120 trials. In the

STD condition, the orientations of the bars in the first and

second phases were set to be horizontal for 60 trials and

vertical for the other 60 trials. In the DEV condition, the

orientations of the bars changed from horizontal to vertical

for 60 trials and the direction of the change was reversed

for the other 60 trials. In the sequence of the stimulus

presentation, trials of the DEV condition and those of the

STD condition were randomized regardless of the orien-

tations of the bars. The present study set 6 sessions, and

one session contained 40 trials. Participants were given a

rest between sessions if needed.

Analysis of behavioral data

Under the current stimulation paradigm, we obtained the

number of trials in which the percept of the Necker cube

(facing orientation) changed from before to after the DEV

target and also the number of trials in which the percept

changed from before to after the STD target. Trials in

which perceptual alternation occurred before the presen-

tation of the DEV/STD target were discarded from the

analysis, and we recalculated the total number of trials and

number of perceptual alternations for the DEV and STD

target, respectively. The proportion of perceptual alterna-

tion was then obtained for the DEV and STD targets [the

number of trials with perceptual alternation/the total

number of trials (120)]. The proportion of perceptual

alternation in the STD condition was subtracted from that

in the DEV condition in each participant for the EEG

analysis.

EEG recording

Neural activity in the DEV and STD conditions was

recorded by an electroencephalography (EEG) processor

with 57 electrodes (EEG-1200, Nihon Kohden, Tokyo,

Japan; EasyCap GmbH, Herrsching, Germany). The
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electrode layout was based on a modified version of the

international 10–20 system. Impedance at each electrode

was kept at less than 10 kX. EEG signals were digitized at

500 Hz and recorded with a 0.5–50 Hz band-pass filter

online. In data acquisition, EEG signals were referenced to

the right earlobe, and eye movement was monitored using

horizontal and vertical bipolar electrooculograms (EOGs).

Analysis of EEG data

EEG signals were transformed offline to the average ref-

erence, and were low-pass filtered at 30 Hz. EEG epochs

from 200 ms before to 600 ms after the onset of the DEV

and STD targets were then collected. We calculated the

mean of the EEG epochs across trials to obtain VEPs for

the DEV and STD targets. In this calculation of VEPs, we

excluded EEG epochs containing a deflection of greater

than ±100 lV in at least one electrode from averages

across trials in order to remove EEG signals containing

artifacts. In each VEP, the mean amplitude for a period of

-200 to 0 ms relative to the stimulus onset was used as the

baseline. At least 88 artifact-free EEG signals were aver-

aged in every condition for each participant. Based on

previous studies (e.g., Guthrie and Buchwald 1991; Doni-

ger et al. 2001; Sehatpour et al. 2006; Urakawa et al. 2015),

the difference in the VEP amplitude between the DEV and

STD conditions was evaluated using a series of two-tailed

t tests through successive time points. When the t tests

exceeded the 0.05 criterion for at least 11 subsequent time

points (corresponding to 20 ms time interval in the present

study), the amplitude difference between conditions was

considered to be significant. As in previous studies (e.g.,

Alho et al. 1992; Czigler et al. 2002; Pazo-Alvarez et al.

2004; Maekawa et al. 2005; Astikainen et al. 2008; Kimura

et al. 2009), VEP to the STD target was subtracted from

that to the DEV target in order to obtain vMMN for each

participant. We calculated Pearson’s correlation coefficient

between the peak latency/amplitude of vMMN and the

differential proportion of perceptual alternation (the DEV

condition–the STD condition) across participants.

Results

Behavioral data

In the first phase, participants were instructed to respond to a

change in the fixation point. The mean detection rate of the

change across participants and conditions was nearly 1

[0.96 ± 0.024 (SE)]. Figure 2 shows the proportion of

perceptual alternation from before to after the DEV target

and STD target for all participants. No value exceeded the

range of the mean ± 2 SD for the DEV and STD targets.

Thus, we did not regard any proportion value as an outlier

value. Paired t tests revealed that the mean proportion of the

perceptual alternation for the DEV target was significantly

higher than that for the STD target (t = 2.881, p = 0.018,

Cohen’s d = 1.012), indicating that perceptual alternation

was facilitated by the DEV target. As for the mean reaction

time (RT) to the cue, no significant difference was observed

between the conditions (the DEV condition, 944 ± 76.7 ms;

the STD condition, 878 ± 72.0 ms; paired t test, t = 1.543,

p = 0.158, Cohen’s d = 0.283). Therefore, among partici-

pants reporting the facing orientation of the Necker cube, it

was unlikely that the DEV target was effective enough to

distract participants from the report itself.

The DEV target had two bar orientations (horizontal or

vertical bars, see the ‘‘Methods’’ section). We attempted to

clarify whether these two bar orientations differentially

bias the perceived Necker facing following the onset of the

DEV target when perceptual alternation occurred. In the

horizontal orientation of the DEV target, the mean number

of trials with perceptual alternation to the left facing cube

was 14 ± 3.43 (SE), while that to the right facing cube was

10 ± 3.56 (SE). In the vertical orientation of the DEV

target, the mean number of trials with perceptual

Fig. 2 Proportion of perceptual alternation. The proportions of

perceptual alternation for all participants are shown for DEV and

STD targets. The mean proportion is indicated by a square with ± SE

for each condition. The mean proportion of perceptual alternation in

the DEV condition was significantly higher than that in the STD

condition. Some data points are vertically shifted for display purposes
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alternation to the left facing cube was 17.2 ± 4.30 (SE),

while that to the right-facing cube was 8.3 ± 3.17 (SE). A

two-way repeated-measure analysis of variance (ANOVA)

with factors of the bar orientation of the DEV target

(horizontal and vertical) and perceived Necker facing after

perceptual alternation (perceptual alternation to the right

facing cube and that to the left facing cube) revealed that

there was no interaction between these factors (F (1,

9) = 2.221, p = 0.170, partial g2 = 0.198), indicating that

the two bar orientations of the DEV target did not differ-

entially bias the following percept of the Necker cube to a

particular face in perceptual alternation. In addition, the bar

orientation of the DEV target did not significantly affect

the number of trials with perceptual alternation (F (1,

9) = 0.727, p = 0.419, partial g2 = 0.075).

EEG data

Figure 3a shows grand-averaged VEP waveforms at Oz and

POz for the DEV and STD targets. The VEP amplitude

appeared to be more negatively shifted for the DEV target

than for the STD target at Oz, but not at POz, particularly at

latencies of approximately 150–200 and 300–400 ms. Two-

tailed t tests, successively performed for each consecutive

time point (see Analysis of EEG data in the ‘‘Methods’’

section), revealed that the negative shift was significant at

latencies of 126–158 and 280–406 ms at Oz. Figure 3b

shows isocontour maps at latencies of 150 and 300 ms. VEP

amplitudes recorded around posterior electrodes were more

negatively displaced in the DEV target than in the STD

target at the center of Oz. These results were consistent with

previous findings (e.g., Alho et al. 1992; Czigler et al. 2002;

Pazo-Alvarez et al. 2004; Maekawa et al. 2005; Astikainen

et al. 2008; Kimura et al. 2009), and our stimulation para-

digm effectively evoked vMMN.

With a focus on inter-individual variability in vMMN, we

calculated vMMN at Oz for every participant. Figure 4a

shows superimposed vMMN across participants with the

mean. Inter-individual variability was observed in the peak

latency and peak amplitude for vMMN. In accordance with

previous findings (Maekawa et al. 2005), two consecutive

peaks for posterior negativities (we hereafter refer to the first

negativity as vMMN1 and second negativity as vMMN2)

were observed across participants. vMMN1 and vMMN2

peaked at approximately 150 and 300 ms, respectively.

Figure 4b shows isocontour maps at 150 and 300 ms. In

both latencies, posterior negativity clearly appeared at Oz.

Correlation between vMMNs and perceptual

alternation

The present study then attempted to clarify whether the

differential proportion of perceptual alternation (the DEV

target–the STD target), a behavioral index, correlates with

the peak latency and/or peak amplitude of vMMN across

participants. A correlation analysis was performed for two

different vMMNs (vMMN1 and vMMN2). No value of the

behavioral index (the differential proportion) exceeded the

range of the mean ± 2 SD. Thus, differential proportions

were not regarded as outlier values.

Figure 5a shows the results of the correlation analysis

for vMMN1. While no vMMN1 amplitude value was

defined as an outlier (all vMMN1 amplitude values were in

Fig. 3 VEPs to the target image for DEV and STD targets. a VEPs at
POz and Oz are shown for the DEV and STD targets, respectively.

The VEP amplitude for the DEV target was significantly higher than

that for the STD target. The time interval in which there was a

significant difference is shaded in gray (for the procedure of the

statistical analysis, see the ‘‘Methods’’ section). b Isocontour maps at

latencies of 150 and 300 ms are shown for DEV and STD targets. In

both latencies, VEP was negatively enhanced in amplitude at the

posterior electrodes, particularly at Oz
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the range of its mean ± 2 SD), the vMMN1 latency value

of one participant was not in the range of its mean ± 2 SD

(this latency outlier was greater than the mean vMMN1

latency ? 2 SD). Therefore, data obtained for this partic-

ipant were excluded from the correlation analysis of

vMMN1. Using the remaining data (N = 9), we performed

a normality test, the results of which indicated no signifi-

cance for differential proportion, latency, or amplitude (the

Shapiro–Wilk test, p = 0.320 for differential proportion;

p = 0.472 for the latency of vMMN1; p = 0.077 for the

amplitude of vMMN1). The correlation analysis revealed

that the relationship between differential proportion and

latency was not significant (r = 0.153, p = 0.694),

whereas differential proportion negatively correlated with

amplitude (r = -0.689, p = 0.040). This result is consis-

tent with our hypothesis that enhancements in the ampli-

tude of vMMN contribute to facilitating perceptual

alternation.

Figure 5b shows the results of the correlation analysis

for vMMN2. No vMMN2 amplitude value was defined as

an outlier (all vMMN2 amplitude values were in the range

of its mean ± 2 SD), whereas the vMMN2 latency value of

one participant was not in the range of the mean ± 2 SD

(this latency data was greater than the mean vMMN2

latency ? 2 SD, and the participant with the latency outlier

was not the same participant whose data were excluded

from the correlation analysis for vMMN1). Therefore, data

obtained for this participant were excluded from the cor-

relation analysis for vMMN2. Using the remaining data

(N = 9), we performed a normality test, the results of

which indicated no significance for latency or amplitude

(the Shapiro–Wilk test, p = 0.472 for the latency of

vMMN2; p = 0.977 for the amplitude of vMMN2). The

correlation analysis revealed the absence of a significant

relationship between differential proportion and latency

(r = 0.500, p = 0.170) and between differential proportion

and amplitude (r = -0.552, p = 0.124). By focusing on

inter-individual variability in each of the two different

vMMNs, these results indicate that an enhancement in the

amplitude of early vMMN (vMMN1), but not late vMMN

(vMMN2) is associated with the facilitation of perceptual

alternation across participants.

Discussion

Based on the predictive coding framework, the present

study attempted to elucidate whether the automatic visual

change detection process reflected in vMMN is relevant to

the exogenously driven neural mechanisms triggering

perceptual alternation in the bistable image. We made a

novel stimulation paradigm in which both the Necker

cube and a visual change evoking vMMN were presented.

Our results showed that two successive vMMNs, vMMN1

at a latency of approximately 150 ms and subsequent

vMMN2 at a latency of approximately 300 ms, were

evoked under our stimulation paradigm. Enhancements in

the peak amplitude of vMMN1 correlated with an increase

in the proportion of perceptual alternation across partici-

pants; however, this was not the case for vMMN2. The

correlation for vMMN1 supports the enhancement in the

amplitude of vMMN1 corresponding to the magnitude in

the prediction error that invokes perceptual alternation,

similar to externally driven neural noise. In terms of inter-

individual differences in neural and behavioral data, we

suggest that the early automatic visual change detection

process as early as 150 ms following the visual change

(i.e., visual process underlying vMMN1) is involved in

the exogenously driven neural mechanisms inducing

perceptual alternation, which has not yet been reported in

detail.

Previous studies on perceptual alternation proposed that

early spatial attention (attending to a certain location

within the bistable image) allowed a preferentially pro-

cessed feature at the attended location, thereby contributing

Fig. 4 vMMNs for all participants. a vMMNs for all participants are

superimposed with their mean. The mean is illustrated in bold black.

vMMNs including outlier data are depicted as a dotted line (outlier

data were defined for each of the vMMN1 and vMMN2 latency

ranges, see the ‘‘Results’’ section). Two successive vMMNs (vMMN1

and subsequent vMMN2) appeared. b Isocontour map of the vMMN

mean across participants is shown at 150 and 300 ms, respectively.

The most prominent negativity emerged at Oz for both vMMN1 and

vMMN2
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to shaping an interpretation of the feature as ‘‘nearest’’ or

‘‘in the foreground’’ (Pitts et al. 2007, 2008). In our stim-

ulation paradigm, the DEV target, for which the bar ori-

entations abruptly changed, appeared to exogenously

prompt participants to pay more attention to a certain

location within the Necker cube than the STD target.

Therefore, the DEV target may facilitate perceptual alter-

nation more than the STD target, providing the present

results (the proportion of perceptual alternation was higher

for the DEV target than for the STD target). Nevertheless,

this is unlikely for the following reasons. The bars were

arranged symmetrically around the Necker cube and the

change in bar orientation simultaneously occurred for all

bar locations in the present study. As discussed in our

previous study (Urakawa et al. 2016), this stimulation

method was not effective for inducing the stimulus-driven

capture of attention toward a certain location on a visual

image. Furthermore, our results support a percept of

Necker facing following the DEV target in perceptual

alternation not being significantly affected by the bar ori-

entation of the DEV target. Taken together, our results do

not appear to be fully accounted for by spatial attention in

that the bars of the DEV target were unlikely to shift spatial

attention and to bias a certain perceived Necker facing.

Fig. 5 Relationship between vMMNs and perceptual alternation

across participants. The correlations between the differential propor-

tion of perceptual alternation (DEV–STD) and the latency or

amplitude of vMMN are shown for a vMMN1 and b vMMN2. The

amplitudes of vMMN1 and vMMN2 appeared to decrease with an

increase in the differential proportion (i.e., the amplitudes of both

vMMN1 and vMMN2 were augmented as the proportion of percep-

tual alteration increased). A negative correlation was observed

between the differential proportion and amplitude of vMMN for

vMMN1, but not for vMMN2. Data defined as outliers were excluded

from these analyses (see the ‘‘Results’’ section)
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When perceptual alternation occurred under the condi-

tion that the bistable image was intermittently presented,

VEPs time-locked to the image at the posterior electrodes

were shown to be more negatively shifted in a time window

of 150–350 ms; this negative shift started at approximately

160 ms and initially peaked at 250 ms (Kornmeier and

Bach 2004). This negative enhancement in the VEP

amplitude was quantified by calculating differential VEP

(perceptual reversal–no perceptual reversal) and the nega-

tively-going differential potential was called reversal neg-

ativity (RN). In our study, the DEV target facilitated

subsequent perceptual alternation (see Fig. 2), and

vMMN1 was similar to the RN in the early latency range

(peak latency of vMMN 1: ca. 150 ms, see Figs. 3a, 4a).

Thus, we cannot exclude the possibility that both vMMN1

and early RN at least partly reflect a common visual pro-

cess relevant to perceptual alternation free of the external

perturbation. Nevertheless, a recent study reported a posi-

tive correlation between the amplitude of RN peaking at

approximately 150 ms (corresponding to the early RN) and

number of perceptual reversals across participants (Russo

and Pascalis 2016), which was in contrast to our results

showing a negative correlation between the amplitude of

vMMN1 and proportion of perceptual alternation (roughly

corresponding to the number of perceptual alternations).

Therefore, it is highly likely that vMMN1 did not simply

correspond to the early phase of RN.

The vMMN2 peak at a latency of approximately 300 ms

(see Fig. 4a) may have been contaminated, to a greater or

lesser extent, by other posterior negativities irrelevant to

vMMN itself. One of these posterior negativities is an

attention-related component called selection negativity

(SN) (e.g., Harter and Previc 1978; Eimer 1997). SN begins

to appear at a latency of approximately 200 ms and persists

for several hundred milliseconds when participants pay

attention to a visual feature. Previous EEG studies on

perceptual alternation suggested that SN emerges when

early spatial attention allows a preferentially processed

feature at the attended location (Pitts et al. 2007, 2008). As

described above, our stimulation paradigm did not appear

to effectively tap spatial attention. Thus, SN may not have

been strongly invoked. Another possible posterior nega-

tivity emerging at the latency range of vMMN2 was late

RN peaking at 250–300 ms. This late RN was reported to

emerge for exogenously and endogenously driven percep-

tual alternation and was suggested to reflect visual pro-

cessing leading to the ‘‘Gestalt reconstruction’’ in shaping a

bistable image percept after disambiguation of the

bistable image was completed (e.g., Kornmeier and Bach

2006). In our study, the proportion of perceptual alternation

was higher for the DEV target than for the STD target, and

the Gestalt reconstruction was expected to have occurred

more frequently for the DEV target than for the STD target.

Therefore, we cannot exclude that late RN may have been

more prominent for the DEV target than for the STD target,

resulting in posterior negativity at the latency range of

vMMN2. vMMN2 recorded under the present experimental

paradigm may be confounded, to a greater or lesser extent,

by SN and late RN. This potential contamination may

weaken the correlation between the behavioral index and

amplitude of vMMN2 free of other posterior negativities

(i.e., SN and late RN) if present.

In the predictive coding framework (e.g., Friston 2005;

Garrido et al. 2009), the enhancement of brain responses to

the deviant over that to the standard under the oddball

paradigm is interpreted to reflect the emergence of the

prediction error in relation to a preceding sequential rule of

sensory events. An increasing number of EEG studies have

also stressed that vMMN reflects the prediction error (e.g.,

Winkler and Czigler 2012; Kimura 2012; Stefanics et al.

2014). The prediction error is expected to be minimized in

the brain by iterative and exploratory neural processes

through cortical areas in order to deduce the most likely

causes of sensory inputs (Friston 2005). As previously

discussed in a behavioral study (Urakawa et al. 2016), the

enhancement of the prediction error for a visual scene,

which is generated by the deviant added around the

bistable image on the visual scene, may contribute to the

subsequent exploratory processes shaping an initial percept

of the bistable image. In a similar vein, this exploratory

process may also invoke the induction of perceptual

alternation in shaping the percept of a bistable image under

the current experimental paradigm. In support of this

concept, the present EEG study found a correlation

between the enhanced amplitude of vMMN1 and increases

in perceptual alternation, and this result is consistent with

our hypothesis that increases in the strength of the pre-

diction error, reflected in the enhanced amplitude of

vMMN, correlates with the subsequent facilitation of per-

ceptual alternation. Apart from the exogenously driven

perceptual alternation, endogenous perceptual alternation

was accounted for by the predictive coding framework

(Hohwy et al. 2008), in which the prediction error from the

perceptually suppressed image was posited to destabilize

the dominant percept, triggering perceptual alternation.

Although the prediction error in the previous study was not

presumed to originate from external perturbation, it appears

to be common to that driven by external perturbation in

that its emergence may contribute to the induction of

perceptual alternation.

In our stimulation paradigm, the orientations of the bars

of the STD target were identical to those in preceding

repetitively presented images, whereas the orientations of

the bars of the DEV target were different to those in pre-

ceding images. Under this stimulation paradigm, the

emergence of vMMN (VEP to the DEV target–that to the
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STD target) may be partly ascribed to neural adaptation/

refractoriness for the orientations of the bars in the STD

target, which was expected to have been controlled or

mitigated in order to record ‘‘genuine’’ vMMN (e.g.,

Czigler et al. 2002; Astikainen et al. 2008; Stefanics et al.

2014). Nevertheless, the predictive coding framework did

not intrinsically separate neural adaptation from the

detection of a violation in the sequential rule when dealing

with neural processes reflected in vMMN. The diminishing

neural response with a repetitively presented stimulus (i.e.,

neural adaptation) is interpreted to correspond to a reduc-

tion in the prediction error due to sensory inputs consistent

with the preceding stimulus repetition/regularity.

The neural mechanisms underlying the induction of

inter-individual variability for the amplitude of vMMN1

remains elusive. In previous studies, ongoing activity was

expected to affect VEPs (e.g., Jansen and Brandt 1991;

Fellinger et al. 2011) and concomitantly reflect subsequent

behavioral responses (Ergenoglu et al. 2004; Mathewson

et al. 2009). In relation to the perception of the

bistable image, ongoing activity preceding endogenous

perceptual alternation, called an EEG microstate, was

reported to emerge at the right parietal area (Britz et al.

2009; Britz and Michel 2011). In the present study,

ongoing activity preceding the DEV target at the parietal

area may have somehow interacted more with the visual

process underlying vMMN1 for participants with a poten-

tially higher proportion of endogenous perceptual alterna-

tion. In this scenario, the inter-individual difference in

ongoing activity may contribute to magnifying the pre-

diction error invoked by the exogenous perturbation (en-

hancing the amplitude of vMMN1 to the DEV target) for

participants with a potentially higher proportion of

endogenous perceptual alternation, resulting in inter-indi-

vidual variability in the vMMN1 amplitude.

In an MEG study using an oddball paradigm (Urakawa

et al. 2010), the enhanced brain response to the visual

deviant, reflecting the automatic visual change detection

process, was reported to begin to appear at the middle

occipital gyrus (MOG). The peak latency of MOG activity is

similar to that of vMMN1 (both are approximately 150 ms),

and the current orientation at the MOG was consistent with a

negative shift in VEP over posterior electrodes (Urakawa

et al. 2010). Therefore, it is plausible that the main source of

vMMN1 lies in the MOG and also that the MOG is involved

in the genesis of the prediction error in the subsequent visual

process of the bistable image, thereby inducing perceptual

alternation, similar to neural noise. In the case of endoge-

nous perceptual alternation, the fronto-parietal areas, non-

sensory areas higher than visual areas, have been suggested

to send a top-down signal to visual areas relevant to two

mutually-exclusive percepts (Leopold and Logothetis 1999;

Sterzer et al. 2009). This top-down signal was interpreted to

be relevant to the reorganization of visual activities during

perceptual alternation. It was further suggested that the

front-parietal areas are activated in a feed-forward manner

by the destabilization of the ‘‘balance of power’’ between

visual representations coding for different percepts; this

destabilization is putatively due to neural adaptation to the

dominant percept or mutual inhibition between visual rep-

resentations (Sterzer et al. 2009). In terms of the exogenous

visual process, our present results appear to expand on this

endogenous neural process in that the automatic visual

change detection process at the MOG was additionally

recruited when an external perturbation (a visual change)

occurred around the bistable image. In a previous MEG

study on automatic visual change detection (Urakawa et al.

2010), MOG activity was shown to be followed by activity

at the right inferior frontal area. In addition, an fMRI study

of endogenous perceptual alternation reported that activity at

the right frontal area was reported to precede visual activi-

ties during alternation (Sterzer and Kleinschmidt 2007).

Although the temporal resolution of MEG and that of fMRI

are different (the former is greater than the latter), we sug-

gest a tentative framework in which the automatic visual

change detection process at the MOG, which monitors a

change around the continuously presented bistable image,

sends a signal of ‘‘a visual change in the bistable image’’ or a

signal of ‘‘the emergence of the prediction error’’ to the right

frontal area. The top-down process from the frontal area to

visual areas may then be initiated, contributing to the reor-

ganization of visual activities during perceptual alternation

(from predictive coding, these processes correspond to

neural processes relevant to minimization of the prediction

error through the cortical hierarchy). In theoretical studies

on the perceptual decision (e.g., Deco and Rolls 2009; Rolls

and Deco 2010), neural noise in the bistable perceptual

system, ascribed to random fluctuations in neural activity,

was suggested to have a role in influencing the formation of

the possible perception of the bistable image in an

exploratory manner, and the role of this noise was inter-

preted to contribute to avoiding perceptual deadlock (i.e.,

perceptual locking of an ambiguous sensory scene, which

results in no perceptual change to the alternative possibility).

Since VEP used to obtain vMMN is time-locked in phase to

the onset of the visual image, random fluctuations in neural

activity that was not time-locked activity were reflected less

in our results. Despite this difference in neural activity, we

propose that automatic visual change detection in our pro-

posed framework has a functional role not only in detecting

a visual change around the bistable image, but also in

avoiding perceptual deadlock.

In conclusion, our results showed that the automatic

visual change detection process is relevant to exogenously

driven perceptual alternation, similar to neural noise pre-

sumed previously (e.g., Moreno-Bote et al. 2007). The
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present results suggest that automatic visual change

detection is not merely related to change detection, but also

to the exploratory shaping of a percept of the bistable im-

age. This neural process may be automatically imple-

mented in the early stage of visual processing following the

onset of the visual change, thereby contributing to a new

forthcoming perceptual perspective and exploratory adap-

tion of the ever-changing visual environment, which is full

of ambiguous visual scenes.
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Stefanics G, Kremláček J, Czigler I (2016) Mismatch negativity and

neural adaptation: two sides of the same coin. Response:

commentary: visual mismatch negativity: a predictive coding

view. Front Hum Neurosci. doi:10.3389/fnhum.2016.00013

Sterzer P, Kleinschmidt A (2007) A neural basis for inference in

perceptual ambiguity. Proc Natl Acad Sci USA 104:323–328

Sterzer P, Kleinschmidt A, Rees G (2009) The neural bases of

multistable perception. Trends Cogn Sci 13:310–318

Tong F, Meng M, Blake R (2006) Neural bases of binocular rivalry.

Trends Cogn Sci 10:502–511

Urakawa T, Inui K, Yamashiro K, Kakigi R (2010) Cortical dynamics

of the visual change detection process. Psychophysiology

47:905–912

Urakawa T, Ogata K, Kimura T, Kume Y, Tobimatsu S (2015)

Temporal dynamics of the knowledge-mediated visual disam-

biguation process in humans: a magnetoencephalography study.

Eur J Neurosci 41:234–242

Urakawa T, Hirose N, Mori S (2016) Reduction in the reverse-bias

effect by an abrupt break in the sequential regularity of visual

events. Perception 45:474–482

Vogel EK, Awh E (2008) How to exploit diversity for scientific gain.

Curr Dir Psychol Sci 17:171–176

Winkler I, Czigler I (2012) Evidence from auditory and visual event-

related potential (ERP) studies of deviance detection (MMN and

vMMN) linking predictive coding theories and perceptual object

representations. Int J Psychophysiol 83:132–143

318 Cogn Neurodyn (2017) 11:307–318

123

http://dx.doi.org/10.3389/fnhum.2014.00666
http://dx.doi.org/10.3389/fnhum.2016.00013

	Involvement of the visual change detection process in facilitating perceptual alternation in the bistable image
	Abstract
	Introduction
	Methods
	Participants
	Stimulus and tasks
	Analysis of behavioral data
	EEG recording
	Analysis of EEG data

	Results
	Behavioral data
	EEG data
	Correlation between vMMNs and perceptual alternation

	Discussion
	Acknowledgements
	References




